# Roadmap to the white papers and supplemental materials

<table>
<thead>
<tr>
<th>White Paper</th>
<th>Brief Overview</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Preamble</strong></td>
<td>This paper explains the Commission, the foundational white papers, defines terms, describes the Commission approach, and outlines the guiding principles of a modern, equity-oriented public health data system and what that system does. This includes a brief summary of past and present data modernization initiatives.</td>
</tr>
<tr>
<td><strong>Why? The focus on equity in the modern public health data system</strong></td>
<td>This paper focuses on the philosophy around equity and what equity means in the context of the entire objective of the transformed public health data system. This paper explores issues of voice, power, use of data, and so forth in the context of equity orientation.</td>
</tr>
<tr>
<td><strong>What? The data in the modern public health data system</strong></td>
<td>This paper focuses on the content of the data—what the United States is tracking (objectives, measure areas), what type of data should the nation track, how should the United States handle new types of data and new volumes and varieties of data, and so forth.</td>
</tr>
<tr>
<td><strong>How? The design of the modern public health data system</strong></td>
<td>This paper focuses on the system infrastructure including governance, legal and privacy issues, operability, coordination, data stewardship, ethics and so forth that guides the modern public health data system.</td>
</tr>
<tr>
<td><strong>Who and What Next? The sector actions to transform the public health data system</strong></td>
<td>This paper includes nods to the sector contributions needed to transform the public health data system. What needs to happen now with the chance of sustainability? What might be risks to transformation?</td>
</tr>
<tr>
<td><strong>Supplemental Materials</strong></td>
<td>Table: Federal Government Activities Related to Equity and the Public Health Data System; Glossary of Working Definitions for Terms Used in White Papers</td>
</tr>
</tbody>
</table>
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A Motivation and an Urgent Opportunity

The COVID-19 pandemic along with calls for racial justice and concerns about widening economic gaps were referenced as the triple pandemic in 2020, stressing institutions and magnifying fractures in the systems meant to address these challenges.¹ One of those systemic issues that has been highlighted for months, but has been enduring, is the design, quality, utility and stewardship of public health data. In a March 2021 article for The Atlantic, Meyer and Madrigal poignantly noted, “To avoid another data calamity, our public health system must expend as much energy on understanding the present as it does on modeling the future. Governing through a pandemic—or any emergency—is about making the least-bad decisions with the best information available.”² Through a series of executive orders, the Biden administration has advanced the importance of developing more robust federal datasets that can measure equity better than what was observed during the pandemic.³ Federal datasets could be disaggregated by demographic characteristics and provide foundational information that helps address inequities.

While the COVID-19 crisis has illuminated deep inconsistencies and incompleteness in information that is used nationally and locally regarding who is being infected and how people are faring, such failures of basic public health surveillance are not the only gaps in the current public health data system. There are questions about whether public health data and the system that surrounds it are offering enough data on the health of the nation (versus its level of “sickness”), the systemic problems that drive health inequities, and the tools that target priorities for public health action. In this discussion of gaps is a request for a modern public health data system that is more than simply a collection of individual data points and is defined as the actors and sectors with data and agency to make decisions to advance the health and well-being of a community, population, and/or nation equitably.

The cracks in the public health data system are not only a “bad news” story. The current discussion of the public health data system offers a fresh opportunity to create a system that can tell a better story of national health commitment. Because 2020 was characterized by a confluence of mental distress, an examination of racial inequity, and difficult decisions about how the United States cares for those often the most vulnerable (e.g., children, seniors, those with chronic health conditions), the public health data system can use this time of overwhelming health strains to take the leap (or the “moonshot”) to demonstrate national health values differently through new approaches to data.

Given this context and against the backdrop of its vision to build a Culture of Health in America, along with commitment to addressing health equity and advancing well-being, the Robert Wood Johnson Foundation (RWJF) has convened a National Commission to Transform Public Health Data Systems to catalyze an agenda and recommendations to effectively and sustainably address these challenges in the public health data system. While it is clear that the nation has significant work to do in the public health data system, it is also important to consider that there is need for a revitalized and re-envisioned public health system as well, upon which the new data system can be situated. Though this Commission is focused on public health data systems, the potential of these meeting deliberations to propel that larger public health system discussion, inclusive of how data are used to guide decisions and promote action, is noted.
Commission Charge

The purpose of the National Commission to Transform Public Health Data System is to provide concrete and actionable recommendations that will move the current American public health data system into a modern, equity-oriented public health data system that can provide data, information, and insight to improve the health and well-being of all in the United States, with attention to issues of equity. The Commission should set the vision and principles for that public health data system, helping to operationalize the ambitions of these characteristics—modern and equity-oriented. The Commission represents thought leaders in public health data and the issues surrounding the content, structure, and use of data; the equity and ethical considerations associated with the public health data system; and insight about how a modern public health data system should function and be situated in a larger, national context of policies, practices, and decision-making. Led by Dr. Gail Christopher of the National Collaborative for Health Equity, the Commission will build on insights from these white papers, which have been developed by the RAND Corporation with input from experts, grantees to RWJF, and other stakeholders.

This preamble and subsequent white papers, further described in the next sections, are intended to provide a foundation for Commission deliberations and inform the agenda and recommendations. Some elements of these papers may inform the final Commission report, but these white papers are for use by the Commission only and should be viewed as working reports.

A Note on Terms: Public Health Data and the Public Health Data System, Modern and Equity-Oriented

Before going further, it is important to offer working definitions of what public health data and the public health data system entail. The National Commission takes the fullest and foundational definition of the public health system (i.e., defined as “all public, private, and voluntary entities that contribute to the delivery of essential public health services within a jurisdiction”) and does not limit this conceptualization to the state or local public health department. Given that context, we offer these longer, working definitions of public health data and the public health data system.

- Public health data are any data that can be used to understand, assess, and monitor the health and well-being of a community, population, and/or nation, with the purpose of prospectively determining health assets and needs and retrospectively capturing intergenerational trajectories of health over time. Figure 1 provides a visual depiction of the key sources of public health data in a modern, public health data system.

---

As noted briefly earlier, the public health data system is the system or systems of actors and sectors with data and agency to make decisions to advance the health and well-being of a community, population and/or nation, with consideration of how opportunities to be healthy are equitably distributed. The public health data system crosses federal, regional, and local boundaries. For the purposes of the white papers, we use the term “public health data system” for ease and clarity, though we may consider nested public health systems.

**Figure 1.** Who’s generating public health data?

![Diagram showing multiple sources of data generation]

Modern public health data

As noted earlier, the Commission is focused on what it means to create a modern, equity-oriented public health data system (through vision, principles, and components). For the purposes of these white papers:

- **Modern** is used to describe a data system that is agile, can connect multiple forms of data and translate those data into *information* (defined as useable knowledge) and *insight* (defined as information contextualized in history and structures that can support decision-making), and is fully equipped for the health opportunities and challenges of the 21st century.
- **Equity-oriented** means a public health data system that centers equity, or *the fair and just access to the opportunity to be healthy*, in the content and structure of data; the engagement of diverse stakeholders in the access to and use of data for decision-making with attention to issues of power, marginalization, and justice; and in how data are used to address systemic inequities.
The Commission White Papers: A Brief Overview

The Commission will convene to prepare the agenda and recommendations for the future public health data system between May and June 2021. This preamble and the four other white papers in this set are meant to serve as foundational documents to describe the current landscape, emerging innovations, and the opportunities for transforming and transitioning into the next era of the public health data system. The white papers are organized into four areas, briefly described in Table 1. As noted at the end, this paper organization was informed by a notional set of guiding principles from a RAND-led review between October 2020 and February 2021, which included an environmental scan of literature about data modernization and transformation, a review of peer-reviewed and gray reports on public health data transformation with attention to recent initiatives (Appendix A provides summary information on key initiatives but not an evaluation of those initiatives), and a series of stakeholder interviews (N=112) with leaders in health (public health and health care), in data (health and non-health data), in areas germane to social determinants of health (e.g., social services, infrastructure, environment, law), and in technology. The review of past and present data modernization initiatives was only meant to summarize and characterize those efforts but does not include an evaluation of any initiative. The stakeholder interviews were particularly focused on insights from experts in domains such as these:

- Vision for public health data, and gaps and challenges in current public health data
- Content and types of public health data
- Access to and use of public health data
- Public health data governance and stewardship
- Operational elements of public health data (e.g., features of interoperability, legal issues, privacy)
- Role of data providers (public and private sector) and users

Issues of equity were probed within and across all these domains.

In addition to the RAND-led data collection described here, the RAND team integrated insights from a set of RWJF grantees, who received grants during this same period to deepen their understanding of public health data system issues in these domains above, to surface promising practices and case examples of innovation in public health data development and use, and to identify systemic changes to facilitate a modern, equity-oriented public health data system. The Commission’s Supplemental Materials includes a report that summarizes a series of expert panels reflecting on transforming public health data systems through the lens of diverse population experiences. Most grantees are continuing their efforts through 2021, but these white papers offer some of the early insights from their work, emerging as of April 2021.
**Table 1. Roadmap to the white papers, including the preamble**

<table>
<thead>
<tr>
<th>White Paper</th>
<th>Brief Overview</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Preamble</strong></td>
<td>This paper explains the Commission, the foundational white papers, defines terms, describes the Commission approach, and outlines the guiding principles of a modern, equity-oriented public health data system and what that system does. This includes a brief summary of past and present data modernization initiatives (<em>Appendix A</em>).</td>
</tr>
<tr>
<td><strong>Why? The focus on equity in the modern public health data system</strong></td>
<td>This paper focuses on the philosophy around equity and what equity means in the context of the entire objective of the transformed public health data system. This paper explores issues of voice, power, use of data, and so forth in the context of equity orientation.</td>
</tr>
<tr>
<td><strong>What? The data in the modern public health data system</strong></td>
<td>This paper focuses on the content of the data—what the United States is tracking (objectives, measure areas), what type of data should the nation track, how should the United States handle new types of data and new volumes and varieties of data, and so forth.</td>
</tr>
<tr>
<td><strong>How? The design of the modern public health data system</strong></td>
<td>This paper focuses on the system infrastructure including governance, legal and privacy issues, interoperability, coordination, data stewardship, ethics and so forth that guides the modern public health data system.</td>
</tr>
<tr>
<td><strong>Who and What Next? The sector actions to transform the public health data system</strong></td>
<td>This paper includes nods to the sector contributions needed to transform the public health data system. What needs to happen now with the chance of sustainability? What might be risks to transformation?</td>
</tr>
</tbody>
</table>
The Commission Approach

The Commission will use these foundational white papers and meeting deliberations to:

- Chart a vision and set of principles for the modern, equity-oriented public health data system.
- Outline a set of recommendations for key sectors: government actors (federal, state, local) as well as civil society, principally philanthropy and community organizations (public and private) to help catalyze action towards this vision.
- Balance comprehensiveness and efficiency in order to put forth transformation-minded and system-minded recommendations for the sectors described above, which can be acted upon, starting in 2021. There will be subsequent efforts pursued by RWJF and others to build on the Commission recommendations as well.
- Factor in implementation science in the construction of recommendations, as well as duration and sector responsibilities in the formulation of recommendations. However, the Commission is not developing detailed implementation guidance.

Guiding Principles for the Future Public Health Data System

As noted earlier, this preamble outlines a proposed set of seven guiding System Principles (Table 2) for a public health data system, which meets the working definition of the public health data system, noted earlier, as well as characteristics of modern and equity-oriented. These principles emerged from the landscape analysis (including initiatives summarized in Appendix A), interviews, and RWJF grantee inputs that informed the organization and content of the white papers. We describe each principle in further detail below. The System Principles are organized by the core functions of the public health data system (i.e., what should the system do), who should be considered in using and acting upon findings from the data system, and what the data system should contain. The Commission will review these System Principles as a springboard for discussions and deliberations, ideally finalizing and ratifying the set of System Principles that undergird the next public health data system. Combined with setting a vision, these principles also should guide Commission recommendations.

---

b System-minded means “seeing the system as a system, understanding system dynamics, and then shaping intentions, decisions, and actions in terms of this new perspective.” Transformation-minded means “shaping intentions in terms of deeply transformed system behavior, and framing success in terms of system level transformation, shaping the new types of agency and action that will actually result in the system veering towards altered states.” Adapted from an interview with Banny Banerjee, Stanford University ChangeLabs, from an article by Leonard Teichert, Medium 2019.
**Table 2. Seven guiding system principles for the modern public health data system**

<table>
<thead>
<tr>
<th>Principles</th>
</tr>
</thead>
<tbody>
<tr>
<td>Principle 1: The public health data system must be more than a collection of numbers; it also must have both sense-making and decision-making functions.</td>
</tr>
<tr>
<td>Principle 2: The public health data system must be able to support both steady state health action and response to emergent conditions, including the ability to integrate new information about changing conditions.</td>
</tr>
<tr>
<td>Principle 3: The public health data system must support agency among a diversity of actors and sectors.</td>
</tr>
<tr>
<td>Principle 4: The public health data system needs to consider all that drives public health change across the five waves of public health.</td>
</tr>
<tr>
<td>Principle 5: The public health data system must ensure that data represent a mix of leading and lagging indicators, as well as a balance of data on positive health and well-being.</td>
</tr>
<tr>
<td>Principle 6: The public health data system must not simply describe health phenomenon and trends, but also capture the processes by which health outcomes have occurred.</td>
</tr>
<tr>
<td>Principle 7: The public health data system needs to balance comprehensiveness and parsimony in data.</td>
</tr>
</tbody>
</table>

**Principle 1:** The public health data system must be more than a collection of numbers; it also must have both sense-making and decision-making functions

One of the first principles of a public health data system is that it must not only generate data but provide the foundation for information and insight. Stakeholders have noted that the current public health data system is not fully serving national or local interests with respect to having information which can prospectively inform decision-making to improve the nation’s health. Figure 2 provides a graphic of what this data to information to insight function of the public health data system should entail. In a public health data system, data are aspects to be tracked or sensed, information is data analyzed into useable knowledge, and insight is information contextualized in systems and history and ready for decision-making. Further, data or information alone will not transform outcomes. As noted in their chapter on health information systems, Stansfield et al. outlined that data are characteristics of people and things, analysis of data enables the identification of patterns, thereby creating information, but it is in the use of information that we get recommendations, rules for action, and ultimately insights.

---

5 The five waves of public health refer to five stages or eras of public health transformation (Davies et al., 2014), from public health’s origins in hygiene through biomedical and clinical advances to more social and cultural determinants of health.
Figure 2. A modern, equity-oriented public health data system must have the ability to generate outputs in three areas: data, information, and insight.

There are two parts of this data to information to insight continuum: data sense-making (or the cognitive processes by which people make meaning from data and experiences) and data for decision-making. In a public health data system approach, it is key to include consideration of how users make sense of data and act based on the data, not only on the data itself.

The term data sense-making usually means the connection of data to a frame, or an explanatory structure that puts items in relationship to each other. It is well understood from cognitive theory that there are many ways that people process data, in terms of (a) “a reconceptualization of the data use cycle, which indicates how data may lead to action; (b) attribution theory, which posits that motivation to act is associated with individuals’ perceptions of the causes of outcomes; and (c) sense-making theory, which contends with how individuals make meaning of their experiences.”

Acknowledging these interconnections and how cognition and framing can help people use data, make meaning of data, and apply these data is an important, yet often overlooked, feature of a data system. A modern, equity-oriented public health data system must fully embed the tools and functions of sense-making to realize positive gains in health outcomes, by informing decisions, ensuring that certain considerations, particularly around equity, are made with the data, and help with prioritization of actions and responses, specifically when dealing with emergent issues like a pandemic. How data are combined with a frame, how data are set on a platform, how data may be linked to other information, who is involved in sense-making, and how data are contextualized are all part of a data system that can support sense-making and impact.

Connected to data sense-making is data for decision-making or data for impact. The notion of “data driven decision-making” has become commonplace across sectors. In education, data driven
decision-making has become core to school and district accountability. In health, data for decision-making also has permeated discussions of data surveillance, the creation of data dashboards linked with knowledge management systems, and predictive analytics and tying ‘big data’ to action. But despite these advancements, sometimes data driven decision-making in health is hampered by an inability to link information in ways that can inform public health action and challenges to who has access to data for action. There can be structural, ethical, legal, and cultural reasons impeding data linking and data access, all factors that threaten this data to information to insight continuum. As such, the United States has not fully realized the potential for proactive public health decision-making.

**Principle 2:** The public health data system must be able to support both steady state health action and respond to emergent conditions, including the ability to integrate new information about changing conditions.

The COVID-19 pandemic has challenged the agility of data systems to take in new information, to pivot quickly in using real-time data for decisions, and to balance speed against notions of making data “bulletproof.” For instance, data modernization efforts at the Centers for Disease Control and Prevention (CDC) have been on the front lines of this challenge during the pandemic, trying to determine the best ways to disseminate information to the public and local public health departments for transparency and ongoing surveillance as well as to inform strategies and investments, while also recognizing that not all of the data coming in has the level of scrub or rigor often attributed to the usual scientific review of data reports.

The pandemic is the latest disaster that is requiring the public health data system to revisit how it processes information for ongoing health improvement activities (e.g., tracking morbidity) and can surge when an acute event, such as a pandemic or natural disaster, happens. While stakeholders argue for the need to have that kind of flexibility built into the current public health data system, they acknowledge that this kind of agility is rare. The lack of such agility will become increasingly problematic as the nation deals with new infectious diseases and other conditions and events for which we have limited warning, and even less of a blueprint to follow in response and recovery efforts.

**Figure 3** presents a notional way to consider how a modern public health data system should operate when a new threat emerges. This figure articulates the features of the transformed public health data system that can move from routine reporting to absorb new insights. This includes being able to link new data with routine health information, integrating insights from the new threat into the system to inform action, and then determining how to sustain any new data in an adapted system going forward. This figure outlines a much more dynamic public health system, able to update (e.g., like computer software) and evolve.

**Figure 3.** A transformed public health data system must be agile, responsive, and adaptive to emerging conditions.
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**Principle 3:** The public health data system must support agency among a diversity of actors and sectors.

A modern, equity-oriented public health data system should mobilize the full range of actors and sectors that influence health outcomes, help with the frame of health priorities, and help to catalyze action. Given the array of influences on health from all sectors, having a public health data system that can be used by a wide range of sectors is important. In the Why? paper on equity orientation in the public health data system, we note that the current public health data system is neither oriented enough towards end use, nor structured in a way that ensures equitable access and use of data to amplify the voice and leadership of those who are historically underrepresented in public health decision-making.

Much of public health data is stored by the public health department and/or health care organizations and is not as fully available or accessible for the commons, meaning the diversity of stakeholders comprising the broader public health system, as defined earlier. This lack of accessibility can prohibit the fullest expression of health equity, or the fair and just access to the opportunity to be healthy, because without data, it is difficult for constituents to act in ways that will advance health equity, as noted in Principle 1.

We know that a sense of agency, or the “feeling of generating and controlling actions in order to influence events in the outside world,” is key in other aspects of health behavior and decision-making, but agency has not always been a factor in how we design and build the public health data system.\(^\text{15}\) It is problematic to have a data system that does not support that ability by all actors and sectors to take data and transform into *information* and *insight*, as well as use those data to
influence one’s environments and functioning. The modern, equity-oriented public health data system needs to consider its design, features, and other characteristics that set the conditions to support agency across diverse sectors. For instance, a public health data system should ensure open access where possible, provide supporting materials to engage with the data in meaningful ways, link to policy and programmatic solution options to aid immediate public health action, and have a design that invites access and usability.

**Principle 4:** The public health data system needs to consider all that drives public health change across the five waves of public health.

In a 2014 article, Davies et al. articulated the importance of the public health system moving towards a culture for health, shaped by shared values to advance a healthy society. This would be the next wave of public health’s actions, after the increasing push to recognize the influence of social determinants of health (Figure 4). This framework outlined the key chapters of public health evolution from its roots in hygiene and structural changes. The framework then described how public health improved the health of the populations through biomedical and clinical advancements, and how public health established linkages between factors outside of traditional health settings, such as transportation and the economy, and health outcomes. But Davies and others noted that in order for there to be true mobilization of sectors to advance health and to create consistent conditions for a healthy community, public health also needed to focus on the cultural variables that prioritize health in narrative and decision-making.

In the context of the public health data system, these five waves or chapters in public health must be represented not only in the choice of data and what data are being monitored, but also in terms of how clinical, environmental, and social variables of health are integrated for a fuller picture of the health and well-being of the nation and of communities. Including measures that represent these five public health waves help to situate the action and impact functions of the system, as noted in Principle 1. A modern public health data system that prioritizes biomedical outcomes with less focus on social determinants of health misses the core influences on health. While some data sets have braided these two types of data, and collection of social determinants of health is now more common, it is still rare for public health data to factor in additional contextual factors that support health (i.e., that capture a culture for health), such as civic support of health actions, community mindset around health, and investments in health. The RWJF Culture of Health data have advanced some of this holistic thinking about health and well-being, but these ideas have not yet been fully integrated in the next generation of the public health data system.
Figure 4. Public health data system should reflect aspects of public health stages

![Figure 4. Public health data system should reflect aspects of public health stages](image)

Adapted from Davies, 2014

**Principle 5:** The public health data system must ensure that data represent a mix of leading and lagging indicators, as well as a balance of data on positive health and well-being.

In addition to the completeness of what is tracked in the public health data system, and the equity orientation, the modern public health data system must balance measures that capture foresight (or indicators of what is occurring or emerging in terms of health in the United States) with hindsight (or indicators that capture performance and can help evaluate the state of health in the United States).

To date, the public health data system has not always balanced leading (predicting future state) and lagging indicators (performance today or what has occurred). As such, the system does not always have the information needed for early insight on health trends and conditions, which may worsen down the line, in ways that could inform anticipatory action. The design of indicators must take into account decision and action timelines.

Further, the current public health data system disproportionately focuses on negative health outcomes (i.e., mortality and morbidity), with far less attention on positive health and well-being measures (e.g., hope, civic engagement, prosocial behaviors). While Healthy People 2030 embraces more focus on individual well-being, the broader public health data system has not fully integrated these variables as part of consistent health surveillance. Without such information, the nation cannot track aspects of thriving and flourishing, which are central to health and related social and economic outcomes. Further, the lack of these data inhibits strengths-based policies and interventions that could be enacted to advance health, well-being, and health equity.
**Principle 6:** The public health data system must not simply describe health phenomenon and trends, but also capture the processes by which health outcomes have occurred.

Related to Principle 4, the public health data system has not been rooted enough in capturing the full extent of factors that drive health, from structural and clinical to social and cultural, and it also can be argued that the public health data system does not embrace a full equity orientation. That is, the current public health system does not fully track historical, systemic, and structural factors that inform the “causes of the causes,” or explain the processes by which health inequities have occurred or persisted. Without those data, it is very difficult to translate data into *information* and *insight* with an equity grounding, and to develop policy and programmatic action that considers context and systemic reform. The COVID-19 pandemic highlighted the inability of the current public health data system to capture systematic information about the pandemic experience for subgroups of Americans, as well as the inability to assess upstream factors, particularly systemic racism, which exacerbated the health, social, and economic impacts of COVID-19.

A future public health data system must include space for monitoring the processes of inequity, history, cumulative risk, and cumulative trauma. It is important to capture health impacts by subgroup in a data equity strategy, but it is not enough. The modern public health data system must go both upstream and look at intergenerational inequities. For instance, as noted with research on diseases of despair, the public health data system had not been able to fully assess growing hopelessness in American communities in ways that also could get ahead of the problem. Work on community allostatic load notes that the current public health data system has not captured historical conditions that contribute to cumulative stress (e.g., histories of discrimination) or can intensify acute threats (e.g., community violence, natural disaster) when they occur.

**Principle 7:** The public health data system needs to balance comprehensiveness and parsimony in data.

Another core principle of the modern, equity-oriented public health data system is the need to offer data that can signal response and action, while not overwhelming the user with so many data points that the system becomes unusable. On the other hand, while parsimony can be valued, it also is important that the public health data system reflects the multidimensionality of health (e.g., physical, social, emotional, civic, economic) and the blend of upstream drivers and downstream outcomes of health. This tension of comprehensiveness versus parsimony must be considered in the future public health data system.
This set of tradeoffs is not new but becomes a challenge of increasing complexity when factoring in the growing volume and variety of data available to inform health as well as increasing understanding of the myriad of factors that influence health (Figure 1). Researchers and practitioners are continuing to explore the balance of “measure what matters” versus a growth in standard quality of care measurement, for instance, working to differentiate data that crisply and succinctly demonstrates health value externally versus more detailed data that can support internal operational improvements. The characteristic of multiresolution, or the ability to zoom in and out to capture data and information resolution, also becomes an important feature of the public health data system. With the explosion of real-time data, data coming from the Internet of Bodies (an extension of the Internet of Things that connects the human body through a network of devices), and other sources of data, the parsimony question looms even larger. How much data is too much data? Which data can be converted into useable measures? Which of those data have the signal that is required for information and insight?

Another issue relevant to this principle is aligning the balance of parsimony and comprehensiveness with the needs of various levels (e.g., national, regional, local) of public health. If we consider the national, regional, and local capture of public health data, questions emerge regarding how much data is enough for a national picture of health versus data to support localized decision-making? How much data are manageable at each level? Figure 5 offers one potential frame for how these levels of data and data volume could be considered in a tiered, national public health data system. In this Figure 5, we assert that the national data picture should be the most streamlined to support a simple and shared American narrative and a unifying and inspiring health objective. These points are further explored in the Why? and What? papers.

**Figure 5.** Structure of who holds public health data should be tiered with consideration of parsimony
The Remaining Papers

As outlined in Table 1, the remaining papers go deeper on the issues raised in the public health data system principles. The papers are meant to outline a set of considerations emerging from literature and stakeholders, offering insights and examples from efforts underway in the United States. Taken together as a set, the papers should prime the deliberations of the National Commission.

Appendix A. Key public health data modernization and innovation efforts, including a sample of CDC linked efforts on modernization and health equity

<table>
<thead>
<tr>
<th>Initiative</th>
<th>Brief Description and Website*</th>
</tr>
</thead>
<tbody>
<tr>
<td>3D Commission</td>
<td>The 3D Commission brings together research and stakeholders to advance a common language between the fields of data science, health determinants, and policy and practice decision-making. <a href="https://3dcommission.health/about">https://3dcommission.health/about</a></td>
</tr>
<tr>
<td>Data Across Sectors for Health (DASH)</td>
<td>DASH works to build local capacity, an evidence base, and a movement towards multi-sector data-sharing between housing, healthcare, education, public safety, economic development, behavioral health, and other sectors. <a href="https://dashconnect.org/about-dash/">https://dashconnect.org/about-dash/</a></td>
</tr>
<tr>
<td>Google-Apple Exposure Notification Framework</td>
<td>Google and Apple created a system to support contact tracing. Once users opt in, the system generates a random ID for each smartphone device, which changes every 10-20 minutes to address privacy concerns. Phones exchange IDs via Bluetooth and periodically check all the random IDs associated with positive COVID-19 cases. Note that this is a temporary effort focused on COVID-19. <a href="https://www.google.com/covid19/exposurenotifications/">https://www.google.com/covid19/exposurenotifications/</a></td>
</tr>
<tr>
<td>Gravity</td>
<td>Gravity convenes broad stakeholder groups in identifying and harmonizing social risk factor data with regards to food insecurity, housing instability and quality, and transportation access for interoperable electronic health information exchange. <a href="https://www.hl7.org/gravity/">https://www.hl7.org/gravity/</a></td>
</tr>
<tr>
<td>HITECH and Meaningful Use</td>
<td>The Health Information Technology for Economic and Clinical Health (HITECH) Act established the meaningful use of interoperable EHR as a national goal. The meaningful use concept was based on 5 pillars: Improving quality, safety, efficiency, and reducing health disparities Engage patients and families in their health Improve care coordination Improve population and public health Ensure adequate privacy and security protection for personal health information <a href="https://www.cdc.gov/ehrmeaningfuluse/introduction.html">https://www.cdc.gov/ehrmeaningfuluse/introduction.html</a></td>
</tr>
<tr>
<td>HL7 PH Working Group</td>
<td>HL7 standards have been developed to serve the needs of clinical care of individual patients. The Public Health Work Group supports the HL7 mission to...</td>
</tr>
<tr>
<td>Table Title</td>
<td>Description</td>
</tr>
<tr>
<td>---------------------------------------------------------------------------</td>
<td>-------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------</td>
</tr>
<tr>
<td>Leading Edge Acceleration Projects (LEAP)</td>
<td>LEAP funds innovative projects to advance interoperable health IT, including the creation of new standards, methods, and tools, such as application programing interfaces (APIs) and mobile applications (apps), to improve care delivery and advance research capabilities.</td>
</tr>
<tr>
<td>Public Health Community Platform</td>
<td>This Public Health Community Platform is the platform that resulted in the Digital Bridge (see next) and established the concept of bidirectional data flow and knowledge management to build a cloud-based system connecting EHRs to public health data for a select initial set of notifiable conditions.</td>
</tr>
<tr>
<td>Reportable Condition Knowledge Management System</td>
<td>The Reportable Condition Knowledge Management System is a portal to enhance real-time disease surveillance. It includes an interface for public health agencies to input, manage, and edit jurisdictional data; a database repository; and a decision support service (DSS) that healthcare reporters can use to determine if a potential case is reportable, and to which jurisdiction(s).</td>
</tr>
<tr>
<td>Various CDC Originated Reporting Systems</td>
<td>AIMS is a cloud-based messaging platform to assist in interoperability, security, visualization, hosting, and exchange of public health data between the CDC, regional labs and hospitals, State Health Information Exchanges, and 50 state public health jurisdictions. Examples of data currently exchanged through AIMS include: Aggregated Influenza test result data from public health laboratories to CDC, immunization data exchange among several public health jurisdictions, Electronic Case Reporting (eCR) between providers and jurisdictions across the United States, etc.</td>
</tr>
<tr>
<td>BioSense</td>
<td>BioSense was launched in early 2000s to establish a national health surveillance system to combat bioterrorism-related illnesses. BioSense has since grown to include alerts for disease outbreaks and other hazardous events. Although it started as a CDC-based program, state and local health departments now use it to send data to the CDC and other partners. De-identified health data, including chief complaint, diagnosis codes, patient characteristics, and location are integrated into a shared platform which the public health community can access to conduct syndromic surveillance to monitor public health.</td>
</tr>
<tr>
<td>CDC Data Modernization Initiative</td>
<td>The first comprehensive strategy to modernize data, technology, and workforce capabilities to support public health surveillance, research, and decision-making.</td>
</tr>
</tbody>
</table>
| eCR Now                                                                   | A strategic initiative that allows for rapid adoption and implementation of eCR for COVID-19. ECR (Electronic Case Reporting) is the automated generation and
<table>
<thead>
<tr>
<th>Title</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>Immunization Gateway (IZ)</td>
<td>The Immunization Gateway is a portfolio of components that share a common IT infrastructure. These components support the exchange of immunization data between immunization information systems (IISs), provider organizations, and consumer applications. The IZ Gateway can streamline time- and resource-intensive data exchange onboarding. It also replaces multiple one-to-one connections with centralized routing. <a href="https://www.cdc.gov/vaccines/covid-19/reporting/iz-gateway/overview.html">https://www.cdc.gov/vaccines/covid-19/reporting/iz-gateway/overview.html</a></td>
</tr>
<tr>
<td>Immunization Information Systems (IIS)</td>
<td>In the IIS, people receive vaccinations from a number of sources, the records are sent to the IIS, and the IIS provides records to patients and authorized professionals. <a href="https://www.cdc.gov/vaccines/programs/iis/downloads/basics-immun-info-sys-iis-508.pdf">https://www.cdc.gov/vaccines/programs/iis/downloads/basics-immun-info-sys-iis-508.pdf</a></td>
</tr>
<tr>
<td>Public Health Information Network (PHIN)</td>
<td>PHIN includes tools and resources to help increase the capacity of public health agencies to electronically exchange health data and information, including a standardized vocabulary system, a messaging system between CDC and public health agencies, and a repository of information about organizations and jurisdictions important to public health programs. PHIN provides Object Identifiers (OIDs) for use within the public health community. <a href="https://www.cdc.gov/phin/">https://www.cdc.gov/phin/</a></td>
</tr>
<tr>
<td>Syndromic Surveillance</td>
<td>This is CDC’s system of syndromic surveillance as reported by EHRs and collected via interoperable secure messaging systems for Meaningful Use such as AIMS. <a href="https://www.cdc.gov/nssp/overview.html">https://www.cdc.gov/nssp/overview.html</a></td>
</tr>
<tr>
<td>Example CDC Health Equity Initiatives</td>
<td></td>
</tr>
<tr>
<td>CDC Indicators of Health Equity (CIHEP)</td>
<td>This effort is led by the Office of Minority Health and Health Equity, in collaboration with leaders from other Centers, Institutes, and Offices (CIOs). The goal is to develop a parsimonious set of indicators as well as analytic studies and supporting products and help the CDC focus on health outcomes and determinants in a way that will drive action to reduce health disparities/inequities and advance health equity.</td>
</tr>
<tr>
<td>National Center for Chronic Disease Prevention and Health Promotion (NCCDPHP) Social Determinants of Health (SDOH) Measurement Work Group</td>
<td>The goal of this effort is to identify existing and/or develop new programmatic measures to guide NCCDPHP’s work in the SDOH Measurement framework foundational domains and indicators: Poverty; Employment, Education, Housing, Neighborhood &amp; Environment; Nutrition Security; Access to Healthcare; and Social Support.</td>
</tr>
</tbody>
</table>

*The description comes verbatim or slightly paraphrased from website information. This table is only meant to summarize basic descriptions of initiatives with no assessment of impact.*
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1 Transforming Public Health Data Systems: Why? The focus on equity in the modern public health data system
Introduction

Too often, in data modernization efforts, there is a disproportionate focus on form and sometimes function but less on an overriding mission or purpose. Without a central purpose around which a system can coalesce, it becomes difficult to make choices about data inputs, information outputs, and how insights are gleaned for action and social change (see Figure 2, preamble). In stakeholder discussions, there were significant concerns that the United States has no single goal for health that is coherent and unifying. Some cited Gross Domestic Product (GDP) as an exemplar to be adapted for health; even with its limitations, “[GDP] functions as a comprehensive scorecard of a given country’s economic health.”

Further, as explained in the preamble (Principle 1), a wide range of stakeholders with interests in a modern public health data system collectively asserted the need for the future public health data system to be more than a collection of numbers but to support both sensemaking and decision-making functions.

As described in the preamble, equity and equity orientation should not be a feature but must be the primary purpose of the modern public health data system. These Commission white papers utilize the Robert Wood Johnson Foundation (RWJF) definition of health equity (and its broader equity implications) to be: Health equity means that everyone has a fair and just opportunity to be as healthy as possible. This requires removing obstacles to health such as poverty, discrimination, and their consequences, including powerlessness and lack of access to good jobs with fair pay, quality education and housing, safe environments, and health care. However, it is unclear how equity should center in the modern public health data system, what it means to have an equity orientation, and why starting with equity offers a new roadmap for configuring a public health data system that is distinct from what we currently have.

This white paper sets the stage for the purpose of the next public health data system, the philosophical and pragmatic underpinnings of holding equity centeredness, and what this means for measurement, data collection, data analysis and end use. Themes of equity thread through the remaining papers in further detail associated with the content of public health data (What?); the design of the public health data system (How?); and the implementation of the public health data system (Who and What Next?). As noted in the preamble, this paper is informed by stakeholder input, literature review, and grantee insights. The examples and exhibits included in this paper are meant to be exemplar rather than exhaustive.
Equity Purpose of Public Health Data and the Public Health Data System

In their seminal blog on public health 3.0, DeSalvo and Benjamin (2016) rightly asserted that public health leaders must serve as the chief health strategists for the community; that public health departments must be strengthened, including through more robust cross-sector collaboration; that funding for public health must be enhanced and modified to link the social determinants of health; and that there is a strong need for timely, reliable and granular public health data that can guide work on prevention and equity. While these authors along with many others have crystallized important points about the future of public health, including improving public health data and taking advantage of new forms of technologies to augment data, what is notably missing is a well-understood, singular, national health goal that centers equity. For instance, should the public health data system “moonshot,” as referenced in the preamble, emphasize a nation that is actively dismantling systemic health injustice? The public health field has been hampered by criticisms that it lacks a clear and embraceable purpose, and that improving health and well-being is not galvanizing enough or too broad to be understood. Could something different work better when centering equity?

Take, for instance, the goal of Healthy People 2030 (HP2030) to improve the health and well-being of people in the United States, with underlying objectives pointing to the need to reduce disparities and achieve health equity as part of this goal. These kinds of objectives are not uncommon in public health, and their importance has certainly been underscored by recent discussions elevating health inequities as untenable, particularly in light of COVID-19. While the Healthy People objectives and others like them are laudable, there are perhaps two challenges with national goals like this that may be helpful as the Department of Health and Human Services (HHS) Secretary Advisory Committee on HP2030 and other national efforts roll forward. First, in the context of data system principles, such as supporting sensemaking and decision-making (Principle 1, preamble) and balancing data parsimony (Principle 7, preamble), this goal can read vague for national action and shared motivation. Second, this kind of goal does not fully pinpoint health equity as central. For instance, questions loom with respect to how much equity is truly a throughline of these national scorecards, such that equity is understood as both process and outcome; whether the components of equity such as procedural and distributive equity can be assessed; and the extent to which history, cumulative stresses and structures are actually monitored as part of the public health data system.

When applying an equity lens to the purpose of public health data and the public health data system, significant questions emerged from both literature and stakeholder inputs regarding whether equity is honestly reflected in the public health data system’s organizing mission (Table 1). For instance, in the context of COVID-19 vaccine discussions, the concept of equitable access had to newly consider whether the age thresholds for early access should be benched to

---

a An equity lens is defined in these white papers as any approach for analyzing the equity impact of actions on people or places, with attention to those historically marginalized, as well as the process of addressing any structural or systemic barriers to the opportunity to be healthy (adapted from multiple sources).

---
differential life expectancies by racial/ethnic groups (i.e., earlier access to vaccines for groups with lower life expectancies). If equity had been centered in public health data systems in the first place, would this debate about what constitutes equitable access have ensued?

Table 1. Equity as a centering purpose in public health data: Stakeholder identified issues/questions

<table>
<thead>
<tr>
<th>Sample of typical public health objectives</th>
<th>Sample questions about equity within objectives</th>
</tr>
</thead>
<tbody>
<tr>
<td>Improving health and well-being</td>
<td>What does fair access to opportunities to be healthy mean in the context of the multiple dimensions of well-being (e.g., social, environmental, civic) given systemic barriers present in those dimensions?</td>
</tr>
<tr>
<td>Reducing disease burden</td>
<td>How should burden be calculated given differential life experience and cumulative risks?</td>
</tr>
<tr>
<td>Reducing health costs</td>
<td>How do different historical influences on health factor into health cost calculations?</td>
</tr>
<tr>
<td>Improving responsiveness to emerging infectious disease/syndromic surveillance</td>
<td>How should inequitable capacities of local health systems factor into what data are tracked to aid disease response decisions?</td>
</tr>
</tbody>
</table>
Applying an Equity Lens from Data Collection Through End Use and Decision-making

Exhibit 1 presents proposed equity principles for an equity-oriented public health data system developed by the Joint Workgroup convened by the CDC Foundation, and for use by Centers, Institutes, and Offices (CIOs) within the Centers for Disease Control and Prevention (CDC). As noted in Exhibit 1, these principles align well with other themes raised in this paper and the System Principles for the broader public health data system in the preamble. The CDC example demonstrates how one part of the public health data system may approach equity orientation going forward.

Exhibit 1: Draft principles for equity orientation in public health data systems for use by CDC Centers, Institutes, and Offices (CIOs)

The CDC Foundation, working with partners in CDC, have proposed principles for equity-oriented data collection and use across the CDC. The principles offer a framework of equity measures to be built into existing and potential new cross-agency data collection, analysis, and dissemination, and developing actionable recommendations for how CDC and the CDC Foundation could promote cross-agency actions to transform data use to drive health equity. These draft principles include:

1. **Community inclusion**: Proactively seek to include communities’ interest in design considerations when collecting, analyzing, using, and sharing the results of CDC’s data.

2. **Limited burden**: Ensure that data collection and use policies minimize undue burden for the affected populations and do not exceed the community gain.

3. **Equitable access**: A multi-tiered approach to data access should first begin with a clear delineation of practical and legal data availability. Any open data should carefully consider a range of perspectives and its release and access should be granted to a diverse range of stakeholders.

4. **Disaggregation**: Data needs to be disaggregated by several categories including, but not limited to, race, ethnicity, age, sexual orientation, and gender.

5. **Transparency**: The data should be publicly available and shared from a trusted and official source.
The next sections go further by describing different dimensions of equity and how these must be considered in a modern, equity-oriented public health data system across sectors and actors. This includes how certain types of equity are integrated; how equity currently factors into measurement choices and approaches to data collection; and how equity and issues of power, voice, and agency are part of design and end use decisions. Each section offers key considerations for the public health data system.

1. Types of equity

1.1 Key Action: A modern public health data system should be more intentional about factoring in different types of equity to truly make progress on health equity.

There are several types of equity, but rarely have these aspects of equity been explicitly acknowledged in the choice of public health data and the design of the public health data system. Taking a page from ecosystem services (or the human benefits provided by the natural environment), we use this framework (Figure 1) to outline key equity considerations for the content of the modern public health data system. Equity orientation in the public health data system must outline how the parameters of equity are set (e.g., who is included in decision-making, who are the targets of the effort in terms of for whom to improve equity); why equity is the focus (versus a “do no harm” model, for instance, that does not consider differential population needs and histories); who counts as the subject of equity and how are generational and historical considerations taken into account; and then given that, what is the content of the equity (i.e., what counts as a matter of equity). This includes:

- Procedural equity: the perceived fairness of processes and procedures to make decisions
- Distributive equity: how social welfare and need is balanced
- Contextual equity: how pre-existing social conditions influence equity

Figure 1. An equity framework

1.1a. Consideration: A lack of procedural equity, or the perceived fairness of approaches and procedures to make decisions, has hampered a sense of trust between the public and public health leaders.

Procedural equity addresses how the concept of fairness is included in approaches and policies once the equity parameters are set (i.e., for whom are we improving equity). People must believe in the justness of the system, with attention to trust, ethics, voice, and participation. The issue of trust in public health is well-documented as influencing everything from adherence to medication regimes and behavioral change interventions to the uptake of health risk communications. At the start of the COVID-19 pandemic, the public generally rated their trust in public health leaders as high, but as the pandemic continued, the nation’s trust in public health declined due, in part, to political influences and concerns about data gaps and misinformation. We know that transparency and engagement of the public in decision-making can be helpful antidotes to trust concerns, particularly in the times of uncertainty that a pandemic or another emergent threat presents.

However, procedural equity is not simply about trust. This type of equity includes components such as representation, as well as voice and participation in decision-making. In the context of public health data, these components are meaningful, yet not systematically pursued. Representation and inclusion have become even more resonant during COVID-19, stemming from a lack of granularity in key demographic categories, such as race/ethnicity or disability status, hampering an ability to respond effectively to the needs of certain subgroups. In a blog on data and health justice, Nancy Krieger notes to “ensure that COVID-19 work is grounded in health justice, we must generate and publicly report data on how it affects different populations and social groups and use a health equity lens to examine how the pandemic is exacerbating inequities.”

The issue of voice and participation in decision-making is a persistent problem in public health, and the public health data system is no exception. By voice, we reference the inclusion of the perspectives, ideas, and lived experiences of those impacted by public health decisions. By participation, we reference the active role of those impacted by public health decisions in the actual process of arraying decision options and providing meaningful input on those decisions.

There is growing evidence about the benefits of having people involved in health decision-making because the health field confronts difficult trade-offs of resources and values, and values are often driven by ethics (see Exhibit 2) and social and cultural experiences. And yet, despite this recognition, full public participation in public health decision-making is not common. This problem has been particularly acute among those groups that have been historically marginalized and disproportionately affected by health issues and negative health exposures. If there were full voice and participation in decision-making in the modern public health data system, this would include meaningful inputs on measures selection, how data are collected, how data are disaggregated, how data are represented, and how information and insight are drawn from the data (Figure 2, preamble). Ideally, with more attention to procedural equity, data or digital colonialism, concerns that the private sector in particular is harvesting data without reciprocal public benefit could be less of an issue.
Exhibit 2: Ethics and empathy, race/ethnicity, and public health data

The Urban Institute has been leading a landscape scan of the role of ethics and empathy in public health data.\textsuperscript{19} Data disaggregation can offer insight about systemic racism and patterns of oppression, but because data are often not presented this way or able to be disaggregated as constructed, “researchers are forced to choose between using imprecise methods to estimate race (such as the predominant race of the individual’s zip code) or forgoing disaggregation altogether.”\textsuperscript{19} While there are methodological innovations around imputation that can help with this disaggregation, there are areas of ethical risk that must be considered. Through this landscape scan including stakeholder input and literature review, the Urban research team is already identifying key insights and gaps. This includes:

- **Gaps in the methods and ethics literature.** There is not enough literature on imputing race and ethnicity and on practical methods for incorporating community engagement principles in this analytic work.

- **Gap between stakeholders’ motivating philosophy and approach.** Equity-driven stakeholders identify a need for disaggregated data, but do not consistently see imputation as the most viable or useful approach doing so, even when some researchers do.

- **Strong concerns about accuracy, representativeness, and visibility.** Good data are required to support analytic model development and to ensure accuracy, but Urban has identified concerns about the quality of existing data for these purposes and whether imputation can accurately represent smaller, more integrated, or more dispersed populations (such as American Indians, Alaska Natives, Asians, Native Hawaiians, and Pacific Islanders).

- **Community variation makes establishing guardrails difficult.** Establishing guardrails for using community data from vulnerable populations is complex, but ethical standards also must be tailored to the specific needs of the communities implicated in the research and the data.

- **Structure and the social and historic construction of race.** Imputed race allows for understanding of disparities but does not fully address the fact that race is a social and historical construction. It is critical that research and policy lift up the correlated structural factors when reporting on race.
1.1b. Consideration: Limited attention to distributive equity, or how social welfare and need is balanced, makes it difficult for the public health data system to fully support sense-making and decision-making functions.

The concept of distributive equity focuses on allocation and resource management decisions, with attention to the balance of costs, risks, and benefits. Usually, distributive equity considers how decisions are made, and how benefits are distributed based on dimensions of need and social benefit.

It is unclear how much the concepts of distributive equity are embedded in the design of the current public health data system, but as the modern public health data system grapples with how to center equity and how to support forward-leaning public health action, it is useful to examine which data are used and how data are arrayed to inform allocation decisions. To date, many of the public health data dashboards organize information into some combination of dimensions of clinical outcomes, the social and economic environment, and risk behaviors. But most datasets and data platforms do not organize data in ways that align measures and indicators in a distributive equity framework. For instance, this can mean organizing data to cluster indicators about the proximal drivers of a particular health outcome (e.g., insurance status, quality of health services, prenatal care, discrimination) with the health outcome (e.g., maternal mortality). This allows decision-makers to consider the investments needed in all of those drivers together to influence an outcome and what is then possible given resource constraints. The next public health data system could offer information and ultimately insights that help with tradeoffs for realizing concepts, such as targeted universalism, and efforts to address historical inequities.

1.1c. Consideration: Contextual equity, which considers how pre-existing social conditions and generational impacts influence equity, has not been fully embedded yet in the public health data system.

Contextual equity is the backdrop of both procedural and distributive equity because this form of equity accounts for the political, economic, social, and intergenerational factors in which populations engage with society, its systems, and its benefits. This includes contextual variables such as access (e.g., access to capital) and power (e.g., in this context, the ability to gain and maintain access to resources). Exhibit 3 offers an example of how vaccination rates and vaccination inequities, with respect to access, can be better understood in the context of social determinants of health.

Despite its importance, in the context of the public health data system, contextual equity has tended to receive less attention both in the content and type of data, which data are tracked, and how those data are translated into public health action. It is rare that variables such as the accumulation of risk exposures, the legacy of injustice, and systemic barriers are factored into how measures of health are calculated or how data are used to justify or explain certain types of public health action. As some communities pursue a greater focus on applying an equity lens to local budgets and policymaking (e.g., Tacoma, Louisville), standing up Offices of Equity, and/or appointing Chief Equity Officers, the public health data system needs to meet that momentum by considering how data aligns with new policy frameworks. For instance, like the Drexel example in Exhibit 3, the California
Equity Index was used to drive equitable response and vaccine distribution, by linking the Healthy Places index and other information with vaccination allocations.\textsuperscript{23}

Without intentional pursuit of information about pre-existing inequities, it is difficult to take typical public health data and use it in a way that can lead to equitable action, particularly over time and across generations. As such, transforming public health data must include consideration of how the translation of data into information and insight has a historical explanation included in the interpretation.

**Exhibit 3: Tracking outcomes and contextual inequities in the COVID-19 pandemic**

The Drexel Urban Health Collaborative has been conducting a series of projects on the COVID-19 pandemic and tracking inequities, including characterizing inequities in various COVID-19 related outcomes, such as incidence, hospitalizations, mortality, and testing and vaccinations in Big Cities Health Coalition (BCHC) cities; identifying city, neighborhood and other factors associated with health and health inequities in COVID-19 outcomes across cities; and evaluating public health policies aimed at minimizing the impact of the COVID-19 pandemic and assessing policy effects on COVID-19 inequities.\textsuperscript{21,22} The Collaborative has developed this tool to link factors such as spatial heterogeneity and COVID-19 outcomes. The equity framework used to drive analyses includes inequities between populations (e.g., occupational differences), between neighborhoods (e.g., redlining policies), and between cities (e.g., economic and social conditions).

2. The current state of equity in public health data collection and analysis

**2.1 Key Action:** Given the multiple dimensions of equity, revisit how equity is presented in current equity-based datasets.

Over the last few years, there has been a growth in the number of U.S. communities promoting equity indicators. This progress represents, in many ways, a new recognition of the importance of equity. As public health pursued biomedical advancements and greater understanding of the social determinants of health (see Figure 4, preamble), the interest in closing gaps and addressing health disparities, grew exponentially. In Healthy People 2020, disparities were defined as:

"... a particular type of health difference that is closely linked with economic, social, or environmental disadvantage. Health disparities adversely affect groups of people who have systematically experienced greater social or economic obstacles to health based on their racial or ethnic group, religion, socioeconomic status, gender, age, or mental health; cognitive, sensory, or physical disability; sexual orientation or gender identity; geographic location; or other characteristics historically linked to discrimination or exclusion."\textsuperscript{24}
This disparities definition began to include the language of systems and obstacles. But as the nation approaches the expectations of Healthy People 2030, the broader definition of health equity (noted on page 1) has been embraced to not bypass the value of addressing health disparities, but to capture more of the factors that serve as the “causes of the causes,” or the upstream, systemic, and historical factors that continue to drive those health disparities. Further, health equity is often intertwined with the concepts of health justice, meaning that health must be paired with an understanding of ethics and basic human rights. Health justice also includes analysis of jurisprudential and legislative actions that influence health outcomes.

2.1a. Consideration: Current equity indicators frameworks from fields outside of health may help to inform health equity going forward.

A brief review of current equity indicators efforts is illuminating, both in terms of the progress being made to capture a wider array of factors that influence health outcomes, but also in terms of how much those indicators still miss some aspects of health justice and specifically procedural, distributive, and contextual equity.

Other equity indicator efforts outside of health provide important templates for potential evolution in health equity indicators. For instance, the National Academy of Sciences recently produced a guidebook on building educational equity indicators for states and school districts. Table 2 highlights key features of educational equity indicators, which should attend to the structural and systemic sources of inequity (e.g., item 4).

Table 2. Features of educational equity indicators

<table>
<thead>
<tr>
<th>Crucial characteristics of educational equity indicator systems</th>
</tr>
</thead>
<tbody>
<tr>
<td>1. Measure multiple dimensions of educational outcomes and opportunities.</td>
</tr>
<tr>
<td>2. Align with students’ developmental trajectories and with schooling levels that intersect with important developmental transitions.</td>
</tr>
<tr>
<td>3. Measure disparities among salient, well-defined population groups.</td>
</tr>
<tr>
<td>4. Measure contextual and structural disparities that educational systems must confront and counteract.</td>
</tr>
<tr>
<td>5. Include measures that are comparable across time and place.</td>
</tr>
<tr>
<td>6. Measure equity at multiple geographic and organizational scales (classrooms, schools, districts, states).</td>
</tr>
<tr>
<td>7. Produce frequent, readily interpretable, high-level summary statistics, in addition to more nuanced statistics.</td>
</tr>
<tr>
<td>8. Rely on credible evidence about the validity and reliability of the measures.</td>
</tr>
<tr>
<td>9. Include a plan for continuous research and improvement to reflect evolving education and child developmental sciences.</td>
</tr>
</tbody>
</table>
The National Equity Atlas also includes a multidimensional approach to equity, capturing variables in these areas:

- Demographics (e.g., racial generation gap)
- Economic vitality (e.g., income growth)
- Readiness (e.g., disconnected youth)
- Connectedness (e.g., housing burden)
- Economic benefits (e.g., racial equity in income)

The Atlas offers some indicators that speak to notions of intergenerational equity, such as the racial generation gap (or how much investment is happening in youth of color). This measure can aid considerations of distributive and contextual equity.

The Equality Indicators effort, promoted by the City University of New York Institute for State and Local Governance, provides insight that can be useful for health equity. Six cities have incorporated the Equality Indicators framework, though most cities have transitioned Equality into Equity Indicators frameworks. For instance, Dallas includes dimensions of Economic Opportunity, Education, Housing and Neighborhood, Justice and Government, Public Health, and Transportation and Infrastructure. However, when drilling into the public health dimension, there are limits in how much the measures selected actually speak to health equity and not simply disparities in health outcomes. Access to health care, risk behaviors, population health, and maternal and child health variables are included, but there is very little attention to notions of fairness or justice, or the relative distribution of health assets for subgroups. As such, while equity indicators like Dallas’ make important progress in sorting public health data against social, economic, and environmental factors such as justice and government, there are still limitations in the extent to which the health data itself use a full equity lens.

2.1b. Consideration: Health and well-being indicators are identifying equity but are still limited in expressions of equity dimensions.

As noted in fields outside of health explicitly, there have been important moves in embracing equity concepts in measurement philosophy and in the selection of some indicators. In 2015, the Prevention Institute put forth a useful analysis of the trajectories of health equity, as noted in Figure 2.
Further, efforts like the HOPE initiative of the National Collaborative for Health Equity, represent tremendous advancement in how the myriad of structural drivers of health outcomes is considered.\textsuperscript{30} However, when reviewing current health equity measurement and health equity indicators efforts, it is unclear how much the \textit{equitable distribution of power and resources} and \textit{empowered people} are actually being measured, despite its importance for procedural equity. Further, given the importance of historical and intergenerational factors in considerations of distributive and contextual equity, the current health equity datasets do not quite capture those factors either.

Take, for example, the Rhode Island Health Equity Indicators project (\textbf{Table 3}). The effort is significant in terms of how it braids social, economic, and environmental variables with traditional measures of health care, and it is emblematic of many state and local efforts in health equity. It is notable that the indicators include aspects of community resiliency and community trauma. But, like many other measurement dashboards of its type, there is somewhat less attention to the full range of factors that may inform procedural or distributive equity (e.g., over time measures, cumulative risk, historical determinants), nor are data presented in a way that can more directly guide equity-based public health action.

In designing the modern, equity-oriented public health data system, it is important to consider both how the full expression of equity is represented in current datasets and how data are combined to support that core data system principle (Principle 1) of both sense-making and decision-making. To be sure, the Rhode Island effort includes a significant community engagement process, and understandably, indicator efforts are often hampered by choosing from data that are currently collected. But this example serves an important point with respect to how complete (or incomplete) health equity measurement in public health may be situated and how much farther the field may need to proceed to realize full expressions of equity.
### Table 3. Rhode Island health equity measures

<table>
<thead>
<tr>
<th>Domain</th>
<th>Determinant</th>
<th>Measure</th>
<th>Data Source</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Integrated Healthcare</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Healthcare Access</td>
<td>Percentage of adults who reported not seeking medical care or dental care due to cost (2 measures)</td>
<td>Behavioral Risk Factor Surveillance System (BRFSS)</td>
<td></td>
</tr>
<tr>
<td>Social Services</td>
<td>Ratio: Number of individuals receiving to number of individuals eligible for SNAP benefits, based on income</td>
<td>Supplemental Nutrition Assistance Program (SNAP), U.S. Census Bureau</td>
<td></td>
</tr>
<tr>
<td>Behavioral Health</td>
<td>Ratio: Number of naloxone kits distributed to number of overdose deaths</td>
<td>RIDOH, Prevent Overdose RI website</td>
<td></td>
</tr>
<tr>
<td>Civic Engagement</td>
<td>Percentage of registered voters participating in the most recent presidential election</td>
<td>Rhode Island Board of Elections</td>
<td></td>
</tr>
<tr>
<td><strong>Community Resiliency</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Social Vulnerability</td>
<td>Index score that reflects the social vulnerability of communities</td>
<td>Centers for Disease Control and Prevention (CDC) Social Vulnerability Index, Agency for Toxic Substances and Disease Registry (ATSDR)</td>
<td></td>
</tr>
<tr>
<td>Equity in Policy</td>
<td>Ratio: Number of low- to moderate-income housing units to number of low- to moderate-income households</td>
<td>HousingWorks RI, Comprehensive Housing Affordability Strategy</td>
<td></td>
</tr>
<tr>
<td><strong>Physical Environment</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Natural Environment</td>
<td>Percentage of overall landmass with tree canopy cover</td>
<td>U.S. Department of Agriculture (USDA) Forest Service i-Tree Tools</td>
<td></td>
</tr>
<tr>
<td>Transportation</td>
<td>Index score that reflects the affordability of transportation for renters</td>
<td>U.S. Department of Housing and Urban Development (HUD) Low-Cost Transportation Index</td>
<td></td>
</tr>
<tr>
<td>Environmental Hazards</td>
<td>Number and percentage of children with blood lead levels higher than 5 micrograms per deciliter</td>
<td>RIDOH Environmental Lead Program</td>
<td></td>
</tr>
<tr>
<td>Socioeconomics</td>
<td>Housing Cost Burden</td>
<td>Percentage of cost-burdened renters and owners</td>
<td>American Community Survey</td>
</tr>
<tr>
<td>----------------</td>
<td>---------------------</td>
<td>-----------------------------------------------</td>
<td>---------------------------</td>
</tr>
<tr>
<td>Food Insecurity</td>
<td>Percentage of population who are food insecure</td>
<td>Feeding America</td>
<td></td>
</tr>
<tr>
<td>Education</td>
<td>Percentage of high school students graduating with a regular diploma within four years</td>
<td>Rhode Island Department of Education</td>
<td></td>
</tr>
<tr>
<td>Discrimination</td>
<td>Percentage of adults reporting racial discrimination in healthcare settings in the past 12 months</td>
<td>BRFSS (available 2020)</td>
<td></td>
</tr>
<tr>
<td>Community Trauma</td>
<td>Criminal Justice</td>
<td>Number of non-violent offenders under Rhode Island probation and parole (per 1,000 residents age 18 and older)</td>
<td>Rhode Island Department of Corrections, U.S. Census Bureau</td>
</tr>
<tr>
<td></td>
<td>Public Safety</td>
<td>Violent crime rate and non-violent crime rate (per 100,000 people)</td>
<td>Rhode Island State Police Uniform Crime Reports, FBI Uniform Crime Reporting Program</td>
</tr>
</tbody>
</table>

The Boston Public Health Commission Racial Justice and Health Equity effort importantly does go farther in naming the influences of “isms” like racism and sexism in their framework (Figure 3) of health equity. Questions remain about how measurement of those factors will be presented, returning to the idea that data is not enough but must translated into useable information and contextualized into data-informed insight (see preamble).
3. Equity and the role of power, voice, and agency in the public health data system

3.1 Key Action: The public health data system needs to be actively oriented to facilitate agency by actors and sectors.

As noted in the description of procedural equity, the issue of both representation and power in health decision-making should be a key part of a modern, equity-oriented public health data system. Despite important progress in participation and accountability (e.g., community boards) in some communities, there is significant work ahead. By power, we mean the authority to shape expectations, decisions, and outcomes in public health. Truth, reconciliation, and racial healing may need to be more central to the actions of public health in designing the next public health data system. The current public health data system is not usually characterized by transparency, support of data access and use that facilitates sustained civic engagement, and deep consideration of the voices of historically marginalized and chronically underrepresented populations. Yet, a core principle of the future public health data system (Principle 3 in the preamble) is to support a sense of agency to use and act upon public health data going forward. This focus on equity in data use and decision-making is even more critical in the context of the greater volume, velocity, and variety of data (often used to characterize ‘big data’), the role of technology in data generation and manipulation (e.g., artificial intelligence, machine learning), and increasing challenges to civic engagement and democracy.
3.1a. Consideration: The notion of “nothing about us without us” is not fully part of the public health data system yet, but it must be a core tenet.

In a perspective piece about the role of artificial intelligence (AI), Kalluri wrote, “don’t ask if AI is good or fair, ask it if shifts power.” This sentiment targeting AI was focused on ensuring that the tool does not exacerbate inequities through problems such as algorithmic bias, but this theme also can be widened and attributed to all of the components of a modern public health data system. In discussions with stakeholders about the future of public health data, there was an overriding consensus that the power in the public health data system was not oriented properly. In short, stakeholders expressed concerns that have been compounding for years: Data were not representative of community needs and those most impacted by what the data revealed were not in the discussions early and consistently to help drive public health action. Further, data were not “righting” social inequities but rather potentially worsening those inequities by aligning data in ways that do not support equity-promoting policy solutions.

In the context of new forms of data or ‘big data,’ these issues of participation and representation are even more resonant. Key ethical issues meriting more comprehensive engagement include fair distribution of benefits and burdens, control and sharing of data, and accountability. For instance, people participation is needed to determine if the benefits of these ‘big data’ accrue to corporations while the burden is actually borne by individual citizens. How private companies hold information as business assets versus supporting community benefit is a key consideration. Further, how data are used for good, whose good, and then how data can be used for harm also is a question of accountability to whom and by whom.

Given this context, key tenets of community voice emerged from both the literature review and stakeholder inputs (Table 4).

Table 4. Proposed tenets of community voice and leadership in the modern public health data system

<table>
<thead>
<tr>
<th>Tenets of community voice and leadership</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Representation from a range of community leaders (e.g., community-based organization leaders, advocates) across sectors (e.g., housing, economic development, environment) is needed for public health data system design, content, and use decisions.</strong></td>
</tr>
<tr>
<td><strong>Public health data should be collected in ways that balance intrusion and burden with benefit, with clear goals for those data, which are well-understood by the public.</strong></td>
</tr>
<tr>
<td><strong>Public health data must be able to be disaggregated in ways that make sense for community context and needs.</strong></td>
</tr>
<tr>
<td><strong>Public participation is needed to effectively translate data into information and insight.</strong></td>
</tr>
<tr>
<td><strong>Community inputs should be used to inform the array of data and how data are organized for equity-based decisions, including all of the dimensions of equity.</strong></td>
</tr>
<tr>
<td><strong>Community leadership is needed to create public health narratives with the data, in ways that can promote proactive public health action.</strong></td>
</tr>
</tbody>
</table>
3.1b. Consideration: The discussion of the public health data system comes at a time of civil unrest, concerns about democracy, and civic engagement, which could be harnessed for advancing the modern public health data system.

One of the benefits of this period for advancing a modern, equity-oriented public health data system is the level of civic activation that exists in the United States today. From prior reviews of civic engagement and health, we know that more effort is needed to activate health-related civic engagement (e.g., advocating for health policies) in the country. But, the timing of national calls for racial justice and better health response to the pandemic, as well as growing civic action on behalf of addressing widening social and economic inequities, creates an important foundation upon which the efforts of this Commission are well-positioned.

There are important lessons from civic participation science that should be integrated into the equity orientation of the next public health data system. The Kirwan Institute outlines several parameters of equitable and inclusive civic engagement, which can be used for the public health data system discussions:

- **Embracing the Gifts of Diversity** – harnessing social capital
- **Realizing the Role of Race, Power, and Injustice** – examining power imbalances
- **Radical Hospitality: Invitation and Listening** – using intentional inclusion
- **Trust-Building and Commitment** – incorporating mutual accountability
- **Honoring Dissent and Embracing Protest** – creating conditions that surface and consider conflicts
- **Adaptability to Community Change** – openness to changing civic structures

To date, it can be argued, few of these parameters are included in the design and content of the public health data system. Yet, more purposeful integration of these ideas could attend to the three dimensions of equity-procedural, distributive, and contextual more completely.
Conclusion

The term equity has in many ways been the “term du jour,” and equity in health has been no exception. While there has been some progress in how equity is showing up in public health and in public health data, getting from equity as a feature to equity as a center and orientation in the modern public health data system requires a few more steps. First and foremost, the dimensions of equity, including procedural, distributive, and contextual, must be considered in choice, structure, presentation, and use of data. It is quite clear that the tenets of equity and the notion of “causes of the causes” are not yet the throughline of the public health data system, as attention to data on systems, structures, and histories is limited at best. Further, there has been some consideration of equity in data access and use and its ties to meaningful public health action, but there is no standard or consistency in how public health data systems at national, regional, and local levels step beyond simple community engagement to fully representative stakeholder leadership on data choices and decisions.
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Introduction

Deteriorating and outdated infrastructure (technological and physical) and a shrinking public health workforce, further exacerbated by the events of 2020 and beyond, have resulted in insufficiencies in the availability of public health data, particularly to identify and track populations affected by multiple stresses, such as COVID-19 and chronic disease. The opportunity described in the preamble offers a chance to reimagine what matters for health in the United States; how the nation uses data as a tool to aid action on inequity; and how the United States uses public health data to capture concepts, such as systemic health injustice, thriving, and resilience.

The purpose of this white paper is to review what data are needed in the modern public health data system. As mentioned in the guiding system principles in the preamble, public health data needs to be more than a collection of numbers; it needs to have an impact and sensemaking function, balance comprehensiveness and parsimony, and place equity at the forefront. Advancing the culture of health, one that is guided by the cultural and social drivers of health, will require a radically different approach to public health data collection and use, including how to capture concepts like civic participation and positive health, among other concepts. To date, public health data have not led public health action, in large part because there is no integrated or coordinated public health data system to support sensemaking and data-informed decision-making.
Reimagining Public Health Data

Given this context, this paper describes the approach to collecting and reporting public health data; the content of public health data; the volume and coordination of data across sectors; and the level of precision, granularity, and timeliness of data currently reflected in public health data sources. Each of these four sections includes a brief discussion of gaps and limitations, as well as key actions and considerations to inform a more forward leaning, coordinated, and integrated public health data system that can not only support, but help to modernize public health. Special attention is paid to opportunities to leverage emerging innovations and technology to improve the existing state of data. As noted in the preamble, this paper is informed by stakeholder input, literature review, and grantee insights. The examples and exhibits included in this paper are meant to be exemplar, rather than exhaustive.

1. Approach to public health data

1.1 Key Action: Ensure the public health data system promotes national, regional, and local data alignment across a more parsimonious set of core public health measures, and with attention to consistent use of new forms of public health data.

The general approach (or the philosophy about data content and data collaborations) to public health data has been stagnant due to a fragmented and misaligned public health system. Rather than being used to drive changes in public health over time, the data system has been somewhat reactive. This section discusses the general approach to public health data, in accordance with the data system principles defined in the preamble, to promote data that can inform proactive decision-making (Principle 1), emphasize alignment across levels of decision-making (Principle 3), value parsimony in the measures selected (Principle 7), and leverage new forms of data from technology companies and associated sectors (Principles 5 and 6). Some of this data system reactivity may be a result of the lack of a crisp national health vision, a point described in the prior paper. This lack of a focused and clear health vision can result in behaviors that simply add more measures to capture a broad, national health goal of improving health and well-being, without enough attention to what data provide the best and most focused signals for public health action.

Efforts to modernize the public health data system will require prioritizing a smaller set of core national measures to ensure the parsimony needed to proactively make social change on a few key public health efforts, rather than continue to spread the primary focus of public health thin across many areas. For example, if addressing systemic health injustice becomes the priority, then the primary areas of focus and associated measures and indicators should emphasize upstream drivers of inequity before those inequities become disparities. If the priority becomes supporting the positive health of the American people, then the data system must elevate measures and accompanying data that will support that vision. However, the current use of the public health data system in the United States does not proportionately weight measures toward any clearly operationalized priority, whether positive health, addressing inequity, or other forward-leading public health action. As such,
the current public health data system does not fully communicate a common set of values through an alignment and parsimony of national measures.

Although such parsimony may be useful at a national level, it does not preclude the development of regional and local data priorities that can support action. Figure 5 in the preamble provides a notional schematic for these three potential levels of data (national, regional, and local). Having a simplified set of core national measures would not prevent local health departments from augmenting that core data set with data that reflects local needs, particularly when considering local context and end use. On the other hand, adhering to alignment and parsimony at the national level can also help with clarity at the local level (Exhibit 1).

**Exhibit 1:** Leveraging Community Information Exchanges and 2-1-1 data for equitable and inclusive public health data systems during a time of pandemic

Community Information Exchanges (CIEs) aim to be more proactive and inclusive by promoting a community-led approach to collecting accurate and comprehensive data from individuals bearing most of the health burdens. 2-1-1 San Diego and the CIE National Community Council are working together to develop and advance a national CIE strategic agenda that would promote alignment with other multisector data sharing initiatives and cultivate a culture of health equity through meaningful systems change. Interviews with seven communities early in the planning or implementation stage of this CIE is helping to define the data system equity drivers along 11 dimensions (e.g., informed consent and refusal, security, data stewardship/collection/use) and generate recommendations for next steps including a CIE accreditation process, a policy advocate to highlight the need for community-based organizations’ involvement in community solutions, and a call for dedicated or future funding that requires community engagement and a reflection of lived experience in the project plan.

2-1-1 also has played a critical public health role during COVID-19, facilitating testing, enabling vaccine distribution, expanding food delivery by coordinating with food pantries and DoorDash, establishing an Economic Impact Payment Line, and establishing relief funds for impacted individuals and communities. Catalyzed by their efforts in response to COVID-19, United Way Worldwide is in the process of developing a National 2-1-1 Data Platform to map and aggregate local 2-1-1 data and provide insights about community needs and resources in near real-time.
1.1a. Consideration: The existing elements of the public health data system tend to be reactive to emerging health challenges or threats, rather than designed to proactively drive public health action.

The main function of public health data has remained consistent over the years, primarily focused on population health surveillance, one of the 10 essential public health services. But, public health data do not simply serve the purpose of passive surveillance. Data are used to support other public health services including the selection of public health actions, communication with the public, and the building of partnerships to improve health. Despite these varied and strategic uses of public health data, the content of the data has been augmented over time in ways that are not consistent with proactive support of those key public health services, but rather in ways that are reactive in monitoring health conditions. This often includes the disproportionate use of lagging indicators (meaning data on performance today or what has occurred), rather than leading indicators that portend future health needs.

Data systems have been enhanced, for example, as the nation has learned more about key factors that influence health. Healthy People, the national strategic management plan that guides health promotion and disease prevention efforts of federal, state, and local public health organizations, and their community partners, demonstrates the steady expansion of public health’s primary areas of focus over the past 40 years (Table 1). This focus has expanded from a singular emphasis on mortality to now include aspects of quality of life, health disparities and health equity, and social and physical environments. Yet, despite the expansion in these focus areas, the data and indicators that are often a part of public health data emphasize infectious disease, chronic conditions, mortality, and risk factor exposures, with less attention to other factors that influence health over generations (e.g., trauma), as well as measures of positive health and well-being and systemic inequities.

This reactive process has not only resulted in a large set of public health objectives and indicators, but it sometimes has confused those outside public health as to the boundaries and purpose of public health. Despite the fact that public health has been underfunded and declining in capacity over the past 50 years (see the following sections), the primary areas of measurement focus continue to grow, broadening a scope without commensurate support. The current Healthy People 2030 shows some promise towards this need for parsimony, but this set of measures is still too large to promote focused national health action.

---

* Ten essential public health services: 1. Assess and monitor population health status, factors that influence health and community needs and assets. 2. Investigate, diagnose, and address health problems and hazards affecting the populations. 3. Communicate effectively to inform and educate people about health, factors that influence it, and how to improve it. 4. Strengthen, support, and mobilize communities and partnerships to improve health. 5. Create, champion, and implement policies, plans, and laws that impact health. 6. Utilize legal and regulatory actions designed to improve and protect the public’s health. 7. Assure an effective system that enables equitable access to the individual services and care they need to be healthy. 8. Build and support a diverse and skilled public health workforce. 9. Improve and innovate public health functions through ongoing evaluation, research, and continuous quality improvement. 10. Build and maintain a strong organizational infrastructure for public health.
Table 1. Healthy People goals, priority areas, and objectives/targets over the past 40 years

<table>
<thead>
<tr>
<th>Year</th>
<th>1990</th>
<th>2000</th>
<th>2010</th>
<th>2020</th>
<th>2030</th>
</tr>
</thead>
<tbody>
<tr>
<td>Goals</td>
<td>-Decrease deaths throughout the lifespan&lt;br&gt;-Increase independence of older adults</td>
<td>-Increase the span of healthy life&lt;br&gt;-Reduce health disparities&lt;br&gt;-Achieve access to preventive services for all</td>
<td>-Increase quality and years of healthy life&lt;br&gt;-Eliminate health disparities</td>
<td>-Attain high-quality, longer lives free of preventable disease, disability, injury, and premature death&lt;br&gt;-Achieve health equity, eliminate disparities, and improve the health of all groups&lt;br&gt;-Create social and physical environments that promote good health for all&lt;br&gt;-Promote quality of life, healthy development, and healthy behaviors across all life stages</td>
<td>-Attain healthy, thriving lives and well-being free of preventable disease, disability, injury, and premature death&lt;br&gt;-Eliminate health disparities, achieve health equity, and attain health literacy to improve the health and well-being of all&lt;br&gt;-Create social, physical, and economic environments that promote attaining the full potential for health and well-being for all&lt;br&gt;-Promote healthy development, healthy behaviors, and well-being across all life stages&lt;br&gt;-Engage leadership, key constituents, and the public across multiple sectors to take action and design policies that improve the health and well-being of all</td>
</tr>
<tr>
<td>Priority areas</td>
<td>15</td>
<td>22</td>
<td>28</td>
<td>42</td>
<td>23</td>
</tr>
<tr>
<td># of objectives/targets</td>
<td>266</td>
<td>319</td>
<td>467</td>
<td>1,318</td>
<td>355</td>
</tr>
</tbody>
</table>

*Healthy People 2030 uses the term outcomes instead of goals.*

Note: Healthy People 2030 also contains development and research objectives that, when added to the priority areas and core objectives listed in this table, would increase these numbers.
1.1b. Consideration: Fragmentation of federal, state, and local funding and reporting requirements have contributed to the lack of crosscutting and aligned public health data.

Federal agencies use population- or prevalence-based formula grants or competitive grants to award public health funds. How state and local funds are disbursed varies by state and is often based on health department activities and governance structures. County and city revenues contribute to public health activities but vary widely by geographic location. A common requirement of these funds is documentation of how funds were spent, either in terms of processes (e.g., number of cancer screenings) or outcomes (e.g., reduction in late-stage cancer diagnosis). In addition to government funds, resources from foundations or other donors often have other data requirements. This fragmentation, both in levels of funding and sometimes additive yet not converging data requirements, contributes to limited coordination, a lack of data parsimony, and poor data alignment.

Public health funding is often earmarked for program areas that align with traditional public health programs (e.g., maternal and child health, HIV/AIDS), which can create silos by specific health issues. Similar to the aforementioned prevalence-based formula grants, these silos have driven the content of public health data. Instead of focusing on the health of the population, public health data have focused on prevalence of specific issues, such as how many people are suffering from opioid addiction. These data have been useful in defining the scope of the problems and identifying hazards, but consequently, there is less focus on solutions or drivers of positive health and well-being.

Another challenge that leads to fragmentation is an overemphasis on transactional data (e.g., received an immunization, screening, provider visit); such data captures an interaction between individuals and the public health system and can include data from electronic health records, clinical and financial data systems, and enterprise resource planning systems. However, data on public health action or implementation are different from transactional data in that these implementation data not only track the transactions involved with the delivery of public health services, but also the quality of these services or the enforcement of a specific health-related policy. In theory, data on public health action or implementation are useful because they provide a time-based snapshot of public health services and policies that can be used to forecast the future need for these public health services or adjustments to public health policy and can be used to segment those forecasts by different population characteristics (e.g., race, gender, age, income, homelessness). However, in practice, much of the data on public health action or implementation do not contain detailed information on the characteristics of the population that are affected by the services or policies. Thus, the types of groups by which such data can be segmented is often limited, as described in Section 4 below.
1.1c. **Consideration:** A wealth of data exists that could be leveraged to inform public health action, but public health does not consistently or readily have access to those data.

Many companies are examining the data they collect and own and are seeking to repurpose those data for public good.\(^9\),\(^10\) For instance, person-level, transactional data exist on almost every aspect of our lives and are available to private industry. Technologies, such as GPS and accelerometry data from wearable devices, provide insight into bodily movements and location. Purchasing and travel activity provide insight on personal values, socioeconomic status, and healthy behaviors. Online habits, such as web searches or browsing histories, can illuminate what people want to know about health, as well as offer sensitive markers of health status.\(^11\) Because of network effects or first mover effects (i.e., the benefits accrued from being the first to market), much of the data for a given technology type is monopolized by a single dominant company in that domain. Technology companies that seek to leverage their own products and holdings for social good are largely doing it on their own—that is, looking inward to their own data and tools and focusing on their own capabilities. One way in which some companies (e.g., Twitter) have tried to do this is by making subsets of their data openly available for researchers or government use, under specific data use or non-disclosure agreements. However, these data tend to be scrubbed of personal identifying information, and limited in scope or by region, which may be necessary for privacy and data security but can limit its usefulness for public health action. Currently, public health does not have a consistent, established relationship with technology companies to obtain or leverage the data or innovative analysis of unstructured and ‘big data’ that many of these companies are undertaking. However, a few notable exceptions provide promising models for such collaborations. Examples of ongoing efforts spearheaded by technology companies to use the person-level data these companies own include:

- **Google** researchers aggregated searches for cold and flu symptoms to identify whether they could provide early insight of disease outbreaks and trends. On aggregate, these searches were correlated with clinical reporting of flu and cold symptoms, but the methodology has received criticism.\(^12\) This technique has since been used to improve the Centers for Disease Control and Prevention (CDC) syndromic surveillance, to support COVID-19 forecasting, and to predict other health and economic trends.
- Local public health agencies (including Chicago, New York, and Salt Lake City) have collaborated with companies, such as Yelp and Twitter, to pilot programs to identify food-borne illnesses based on reporting in tweets or restaurant reviews.\(^13\),\(^14\)
- **Facebook** has used its Data for Good platform to provide its data to international development stakeholders.\(^15\) This includes location data to build “disaster maps” to aid disaster response and using its algorithms to analyze content of Facebook posts to improve public health campaigns.
- **Uber Movement** makes public aggregated data of Uber trips in cities across the world to aid urban planning, such as highlighting areas that may need additional transportation infrastructure and mapping traffic collisions that could be reduced by implementing street calming policies.\(^16\),\(^17\)

But without coordination of these new public health data content efforts, this assortment of discrete technologies and company efforts means that any public health-focused efforts will be isolated and
disconnected from each other. Public health decisions can only be made on what is available, rather than something designed specifically to support public health on a consistent basis.

The COVID-19 pandemic also has spurred companies to create new efforts and explore how their existing data/tools could be used to address public health. Examples of COVID-19 specific technology and health innovations include:

- **Google’s Community Mobility Reports**, which provide an example of how tech data can be used to provide data insight with greater speed. Google used location history data to show movement trends (e.g., visits to parks) in a variety of different regions. Other tech companies aggregated data from sources such as mobile devices, wearables, and cell towers to show how communities were interacting or engaging in social functions during quarantine. These examples demonstrate how these data could be used to observe how populations might respond to public health interventions.

- **Evidation Health** collects monthly data from a panel of 185,000 people across the United States, assessing their attitudes, behaviors, and health in response to the pandemic. Figure 1 offers an example of data on medical disruption as a result of the pandemic.

- Some companies that develop wearable technologies started to use predictive analytics to detect COVID-19 or flu like symptoms.

**Figure 1. Medical disruption in response to the COVID-19 pandemic**

[Diagram showing medical disruption by specific conditions]
Having a parsimonious set of public health measures, as noted earlier, may make it easier to partner with technology companies and integrate or leverage unstructured and ‘big data’ sources and other technological innovations to promote public health.

2. Content of public health data

2.1 Key Action: Assess whether the content of public health data currently prioritized are what is needed to facilitate timely, proactive, and evidence-based decisions going forward.

Identifying a set of public health priorities could provide insight into needed adjustments to the type of public health data being collected or the way it is being analyzed or shared. While there is a vast array of public health data available, there are still gaps in fundamental areas that limit understanding and monitoring of positive health behaviors and well-being: upstream and root drivers of health—health inequities, structural inequities, and social determinants of health (see Table 2 for definitions of these terms); resilience and preparedness; and the effectiveness of public health solutions.

For instance, public health data could place more emphasis on social context and other key factors (e.g., education, housing instability, food insecurity) that have a large impact in populations with vulnerabilities and place less emphasis on traditional health data that focus primarily on disease and disease burden. Data on lived experiences and community history (e.g., narratives), religion, banking (e.g., mortgage acceptance rates, redlining) and budgets (e.g., school budgets, county budgets), and racism and discrimination could provide critical insights into some of the root causes of health inequities.

<table>
<thead>
<tr>
<th>Key Term</th>
<th>Brief Definition</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Health inequities</strong></td>
<td>Systematic differences in the opportunities groups have to achieve optimal health, leading to unfair and avoidable differences in health outcomes. The dimensions of social identity and location that organize or “structure” differential access to opportunities for health include race and ethnicity, gender, employment and socioeconomic status, disability and immigration status, geography, and more.</td>
</tr>
<tr>
<td><strong>Structural inequities</strong></td>
<td>Personal, interpersonal, institutional, and systemic drivers—such as, racism, sexism, classism, able-ism, xenophobia, and homophobia—that make those identities salient to the fair distribution of health opportunities and outcomes. Policies that foster inequities at all levels (from organization to community to county, state, and nation) are critical drivers of structural inequities.</td>
</tr>
<tr>
<td><strong>Social, environmental, economic, and cultural determinants of health</strong></td>
<td>The terrain on which structural inequities produce health inequities. These multiple determinants are the conditions in which people live, including access to good food, water, and housing; the quality of schools, workplaces, and neighborhoods; and the composition of social networks and nature of social relations.</td>
</tr>
</tbody>
</table>

*From National Academy of Sciences*
Data could capture infrastructure, including social infrastructure (e.g., social support, isolation, political representation, power imbalance) and physical infrastructure (e.g., transportation opportunities), to strengthen an evolving understanding of how these factors produce health (Exhibit 2). Given the dynamic nature of health, longitudinal data can assess changes over time as demographics shift due to climate change and other factors, for example, and as strategies to address inequity and upstream drivers of health are implemented.

**Exhibit 2: Finding timely measures of physical, economic, and social environmental conditions affecting health needed for Public Health 3.0**

New York University’s Grossman School of Medicine conducted a rapid horizon scan on measures and analytic methods to incorporate timely information on social, economic, and environmental conditions affecting health into public health data systems in an effort to inform the development of Public Health 3.0 surveillance measures. This scan showed that ‘a gulf’ exists between the technological and statistical innovations in academia and private industry and the day-to-day needs of public health practitioners. Few timely measures exist with sufficient spatial temporal granularity needed for public health departments to surveil acute stresses (e.g., COVID-19) or social determinants of health. Funding, partnerships, and data aggregation tools are needed if public health departments are to take advantage of advances in small area estimation, including tailored and adaptive spatial and visual data representation (e.g., drawing maps based on the prevalence of a certain public health phenomenon versus based on county boundaries), in ways that will not only protect privacy, but will be flexible and timely enough to meet evolving public health needs.

This section discusses considerations in transforming the content of public health data available to better capture positive health and well-being, data on the influence of the broader social and structural context, and data that sit at the intersectionality of public health with other sectors like behavioral health and disaster preparedness. Considering how to collect data in the most accessible and actionable format, and how to maintain parsimony across data sources (as mentioned earlier) will be important, as more data does not always translate to better information and insight.
2.1a. Consideration: Despite some new advancements in integrating measures of subjective well-being, the public health data system does not consistently represent measures of positive health and well-being, inclusive of community well-being.

There are several U.S. efforts underway that are working to include broader conceptualizations of well-being in surveys (Table 3). This includes the Gallup survey, which captures subjective well-being (e.g., optimism, hope, resilience) and happiness; Measure of America, which includes some sentinel measures of well-being and equity; and Well Being in the Nation, which includes measures of well-being and has advanced the consistent use of the Cantril ladder, a measure of life evaluation and expectation linked to other measures of mental health and well-being in a population. In addition to these established efforts, Healthy People 2030 has begun to more fully integrate subjective well-being and to push those measures in national surveys, such as the Behavior Risk Factor Surveillance System. CDC has integrated well-being concepts for some time, but currently those are mostly linked to Health-Related Quality of Life.

Areas such as lifelong learning and prosocial health behaviors, useful constructs for understanding drivers of health outcomes, are noticeably absent even from these efforts to advance well-being assessment. Within the constellation of these emerging efforts, only one public health data source captures the key constructs of hope, optimism, and life satisfaction. Though there has been advancement in the use of surveys to capture subjective well-being and understand the drivers of well-being (Exhibit 3), there are opportunities to use more information coming from the private sector to fill these gaps and consistently link information on sentiment and community needs to inform public health action. To date, these efforts are not standardized.
Table 3. Measure domains of thriving and flourishing in common data collection efforts that could strengthen a modern public health data system

("--" means not present, X means present)

<table>
<thead>
<tr>
<th>Dimensions</th>
<th>Well Being in the Nation(^b)</th>
<th>NHIS(^c)</th>
<th>NHANES(^d)</th>
<th>Gallup(^e)</th>
<th>Measure of America(^f)</th>
<th>County Health Rankings(^g)</th>
<th>BRFSS(^h)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Subjective well-being</td>
<td>X</td>
<td>--</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td>X</td>
</tr>
<tr>
<td>Cantril ladder</td>
<td>X</td>
<td>--</td>
<td>--</td>
<td>--</td>
<td>--</td>
<td>--</td>
<td>--</td>
</tr>
<tr>
<td>Life satisfaction</td>
<td>--</td>
<td>--</td>
<td>--</td>
<td>X</td>
<td>--</td>
<td>--</td>
<td>--</td>
</tr>
<tr>
<td>Thriving/flourishing</td>
<td>X</td>
<td>--</td>
<td>--</td>
<td>X</td>
<td>--</td>
<td>--</td>
<td>--</td>
</tr>
<tr>
<td>Hope</td>
<td>--</td>
<td>--</td>
<td>--</td>
<td>X</td>
<td>--</td>
<td>--</td>
<td>--</td>
</tr>
<tr>
<td>Optimism</td>
<td>--</td>
<td>--</td>
<td>--</td>
<td>X</td>
<td>--</td>
<td>--</td>
<td>--</td>
</tr>
<tr>
<td>Lifelong learning</td>
<td>--</td>
<td>--</td>
<td>--</td>
<td>X</td>
<td>--</td>
<td>--</td>
<td>--</td>
</tr>
<tr>
<td>Built and social environment (&quot;place and planet&quot;)</td>
<td>X</td>
<td>X</td>
<td>--</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td>--</td>
</tr>
<tr>
<td>Community (e.g., social capital, loneliness, social networks)</td>
<td>X</td>
<td>X*</td>
<td>--</td>
<td>--</td>
<td>--</td>
<td>X</td>
<td>--</td>
</tr>
<tr>
<td>Civic engagement</td>
<td>X</td>
<td>--</td>
<td>--</td>
<td>X</td>
<td>X</td>
<td>--</td>
<td>--</td>
</tr>
<tr>
<td>Prosocial health behaviors</td>
<td>--</td>
<td>--</td>
<td>--</td>
<td>--</td>
<td>--</td>
<td>--</td>
<td>--</td>
</tr>
<tr>
<td>Health promotion behaviors</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td>--</td>
<td>X</td>
</tr>
<tr>
<td>Economic opportunity</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td>X</td>
</tr>
</tbody>
</table>

*added in 2020 questionnaire

\(^b\)https://static1.squarespace.com/static/5ec9981e9cdcb22cafecc4750/v/5ed811b9a3592e107ce59f53/1591218618786/WIN-Report-060319-FINAL.pdf
\(^d\)https://www.cdc.gov/nchs/data/nhanes/survey-contents-508.pdf
\(^e\)https://news.gallup.com/poll/trends.aspx
\(^f\)http://measureofamerica.org/maps/?state^health^all_all^HDI^hdi
\(^g\)https://www.countyhealthrankings.org/explore-health-rankings/measures-data-sources/2021-measures
While this growing emphasis represents an important shift to focus on measures that can track thriving and flourishing, gaps remain in how consistently these measures are used across U.S. communities, how these measures are linked to resource allocation and other public health action, and the extent to which well-being also includes well-being measures of the environment and systems, often known as community and civic well-being. Work on community well-being has advanced both in the United States and globally. But some of this work has been criticized for not fully lifting up issues of equity, including but not limited to differential access to opportunity, historical and systemic barriers to well-being, and policies and practices that impede well-being. Work on community allostatic load as well as studies in the area of equity are important to consider when pursuing more comprehensive well-being measurement.

Table 4 outlines some areas of community well-being and civic well-being generally missing from current public health data.

<table>
<thead>
<tr>
<th>Community well-being (measures of community health status, community conditions/assets)</th>
<th>Civic well-being (policies and governance)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Perception of community health</td>
<td>Civic engagement, well-being, and power</td>
</tr>
<tr>
<td>Thriving and flourishing</td>
<td>Equity tradeoffs/options of well-being investments</td>
</tr>
<tr>
<td>Health and well-being promoting amenities <em>(meaning features and conditions that actively promote positive health and well-being)</em></td>
<td>Historical and systemic barriers to well-being</td>
</tr>
<tr>
<td>Valuation of community well-being and willingness to invest in well-being amenities</td>
<td>Well-being based policies</td>
</tr>
<tr>
<td>Intergenerational health <em>(or intergenerational health wealth)</em></td>
<td>Governance models to advance well-being</td>
</tr>
</tbody>
</table>
2.1b. Consideration: Despite a growing array of public health data, gaps still exist in the collection of upstream drivers and the social and structural context required to support public health action.

Even with increasing amounts of health data being collected, public health data are limited in their ability to inform decision-making because data on many upstream factors that contribute to health are not regularly or consistently collected. A review of the Healthy People 2030 Leading Health Indicators by social determinants of health suggests continued gaps in current public health data (Table 5), particularly related to economic stability, neighborhood and the built environment, education, and community and social context. A broader review of national public health data sources for social determinants of health revealed similar gaps (see Appendix A for expanded table).

Table 5. Healthy People 2030 leading health indicators mapped to social determinants of health

<table>
<thead>
<tr>
<th>Social Determinants of Health$^{33}$</th>
<th>Healthy People 2030 Leading Health Indicators (“--” means not present)</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Economic Stability</strong></td>
<td></td>
</tr>
<tr>
<td>Employment</td>
<td>Employment among the working-age population</td>
</tr>
<tr>
<td>Income</td>
<td>--</td>
</tr>
<tr>
<td>Expenses</td>
<td>--</td>
</tr>
<tr>
<td>Debt</td>
<td>--</td>
</tr>
<tr>
<td>Medical Bills</td>
<td>--</td>
</tr>
<tr>
<td>Support</td>
<td>--</td>
</tr>
<tr>
<td>Hunger</td>
<td>Household food insecurity and hunger</td>
</tr>
<tr>
<td>Housing</td>
<td>--</td>
</tr>
<tr>
<td>Transportation</td>
<td>--</td>
</tr>
<tr>
<td>Safety</td>
<td>Homicides</td>
</tr>
<tr>
<td>Parks</td>
<td>--</td>
</tr>
<tr>
<td>Playgrounds</td>
<td>--</td>
</tr>
<tr>
<td>Walkability</td>
<td>Adults who meet current minimum guidelines for aerobic physical activity and muscle-strengthening activity</td>
</tr>
<tr>
<td>Access to healthy food options</td>
<td>Consumption of calories from added sugars by persons aged 2 years and over (2+ years)</td>
</tr>
<tr>
<td>Zip code/geography</td>
<td>--</td>
</tr>
<tr>
<td><strong>Neighborhood and Built Environment</strong></td>
<td></td>
</tr>
<tr>
<td>Literacy</td>
<td>4th-grade students whose reading skills are at or above the proficient achievement level for their grade</td>
</tr>
<tr>
<td>Language</td>
<td>--</td>
</tr>
<tr>
<td>Early childhood education</td>
<td>--</td>
</tr>
<tr>
<td>Vocational training</td>
<td>--</td>
</tr>
<tr>
<td>Higher education</td>
<td>--</td>
</tr>
<tr>
<td><strong>Community and Social Context</strong></td>
<td></td>
</tr>
<tr>
<td>Social integration</td>
<td>--</td>
</tr>
<tr>
<td>Support systems</td>
<td>--</td>
</tr>
<tr>
<td>Community engagement</td>
<td>--</td>
</tr>
<tr>
<td>Discrimination</td>
<td>--</td>
</tr>
<tr>
<td>Stress and trauma</td>
<td>--</td>
</tr>
</tbody>
</table>
### Health and Health Care

<table>
<thead>
<tr>
<th>Health coverage</th>
<th>Persons with medical insurance (&lt;65 years)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Provider availability</td>
<td>–</td>
</tr>
<tr>
<td>Provider linguistic and cultural competency</td>
<td>–</td>
</tr>
<tr>
<td>Quality of care</td>
<td>–</td>
</tr>
</tbody>
</table>

#### Not aligned with social determinants

<table>
<thead>
<tr>
<th>Receipt of treatment</th>
<th>Adolescents with major depressive episodes (MDEs) who receive treatment</th>
</tr>
</thead>
</table>
| Receipt or use of diagnostic or preventative care | Children, adolescents, and adults who use the oral health care system (2+ years)  
Adults who receive a colorectal cancer screening based on the most recent guidelines  
Persons who are vaccinated annually against seasonal influenza  
Adults with hypertension whose blood pressure is under control  
Persons who know their HIV status (13+ years) |

| Death and disease | Drug overdose deaths  
Suicides  
Infant deaths  
Maternal deaths  
New cases of diagnosed diabetes in the population  
Children and adolescents with obesity |

| Substance abuse behaviors | Cigarette smoking in adults  
Current use of any tobacco products among adolescents  
Adults engaging in binge drinking of alcoholic beverages during the past 30 days |

---

### 2.1c. Consideration: Disaster preparedness and resilience measures have evolved, but they still fall short with respect to equity orientation and agility.

The National Health Security Preparedness Index (NHSPI) is one of the only nationally available comprehensive measures of disaster preparedness and resilience (including domains of health security surveillance, community planning and engagement coordination, incident and information management, health care delivery, and countermeasure management), but similar to other resilience measures, it focuses mainly on structural capacities such as people, institutions, policies, and programs that can “be easily observed and counted.” While the NHSPI is a tremendous advancement in national- and state-level preparedness tracking, NHSPI measures currently lack the ability to capture concepts related to effectiveness, efficiency, or equity of disaster preparedness efforts (e.g., contextual equity), and are rarely linked together or with other relevant sources to capture preparedness or resilience. Further, the NHSPI includes many indicators, which challenges several of the data system principles noted in the preamble, namely the use of data for sensemaking and parsimony. Use of private sector sources to capture emerging health security threats is growing but certainly has not yet reached optimal use.

The CDC is exploring new ways to augment their syndromic surveillance system to allow mental health monitoring, particularly in the context of disaster response and recovery. The Council of State
and Territorial Epidemiologists (CSTE) is in the process of developing guidance for a series of mental health definitions that will be linked to queries that public health departments can use as part of ESSENSE on the National Syndromic Surveillance Platform. Some states have begun to conduct behavioral health surveillance as part of their response to COVID-19.

For example, Washington state releases weekly behavioral health situation reports. Using data from Washington’s ESSENSE, the public health department in Washington state has been tracking weekly, since 2019, the relative count of emergency department (ED) visits for psychological distress, suicidal ideation, suspected suicide attempts, all drug-related visits, and alcohol-related visits. The situation report contains data for Washington state from the National Center for Health Statistics (NCHS) and the Census Bureau’s Household Pulse Survey, which track symptoms of anxiety and depression among the U.S. population to learn about the impact of COVID-19. Year-over-year percent changes in the sale of alcohol, tobacco, and cannabis, and percent change of NCIS handgun and firearm background checks—all factors correlated with mental health concerns—also are tracked on a monthly basis. Finally, the situation report contains an analysis of Tweets about COVID-19 geotagged in Washington state to track a 7-day moving average of deviation in expressions of positive sentiment, loneliness, and anxiety relative to a January 2020 baseline.

Other systems are being used for more sensitive disaster monitoring. For instance, throughout the pandemic, 2-1-1s worked with state and local health departments to share information, which was used to inform local action on testing and vaccine distribution (see Exhibit 1).

2.1d. Consideration: New measures require ground-truthing and validation.

As public health measures evolve and new measures are implemented at the national and local level, continuous evaluation of these measures is needed to ensure these measures reflect lived experiences and community needs. It will be important to capture an absolute or relative change in health status over time, particularly changes in health status that are sensitive to major policy changes that affect health and are reliable and comparable across settings. In addition, using the method of ground-truthing can ensure that the data and findings from public health surveillance measures are checked or ‘validated’ using observations on the ground.
3. Volume and coordination of public health data

3.1 Key Action: Efficiently and ethically use the growing volume of public health data across sectors.

While there are some meaningful gaps in public health data, there is a significant amount of existing public health data that are not being optimally used. Despite understanding the critical need for public health agencies to improve the use and integration of structured and unstructured public health data, department and software silos often have impeded use and integration of public health data.

This section discusses the considerations for the efficient and ethical use of existing public health data, particularly to deal with the growing volume of unstructured data in the digital universe as well as integration and coordination of these data. This section describes the limitations in how existing public health data are applied, the challenges to using the exponentially growing unstructured data, and the challenges of bringing together siloed public health data systems given this volume.

3.1a. Consideration: Many public health data systems are not able to capitalize on the existing volume of health-related data.

There is a wide array of public health data collected through surveys, surveillance systems, and transactions with the public health system. As previously mentioned, within Healthy People 2030, there are 355 targets that require a diversity of public health data from the National Vital Statistics System to the National Health Interview Survey. Despite nearly 100 diseases and conditions electronically being tracked by state and local public health departments, there are still an array of data and laboratory reports that are being collected in paper formats. For example, in 2018, 20 percent of public health laboratory reports were still being received in paper format.\textsuperscript{40} The CDC has prioritized transitioning more data to digital formats for more accurate and timely data. Additionally, the CDC is investing in Digital Bridge\textsuperscript{41} to improve the use of electronic health records for public health decision-making. Seven states are piloting Digital Bridge, extracting electronic health record data to monitor five conditions: chlamydia, gonorrhea, pertussis, Salmonella, and the Zika virus. However, there are still many states with a mix of electronic data that are not being shared between public health and health care to inform public health decision-making, let alone between public health and other key sectors that influence health.
3.1b. Consideration: The sheer volume of unstructured data available in the digital universe also can be untenable.

Unstructured data refers to non-standardized data from a variety of sources (e.g., social media, clouds, sensors) and can include text, images, audio, video, blogs, websites, and so forth. Unstructured data are growing exponentially, with over 2.5 quintillion bytes of unstructured data generated every day. Unstructured data are expected to continue to grow over time, with an estimated 65 percent annual growth rate, and to comprise approximately 95 percent of global data. These unstructured data can provide critical insights into public health (Exhibit 4); but these data have not yet been effectively integrated into public health data systems. For example, clinical notes and other free text from electronic health records have been analyzed for insights into patient care and overprescribing and use of certain medications. Text from social media posts has been analyzed to look for positive or negative sentiment providing insight into psychological well-being of a population, as well as self-reported symptoms of a disease to help estimate disease outbreak. There is emerging research about the use of images posted on social media to track drinking, smoking, and obesity related behaviors and the use of wearable sensors for remote patient monitoring and virtual health assessments.

The huge volume and complexity of existing and unstructured data make it a tedious task to extract useful information from different types of data, and its use is fraught with concerns about ethical tradeoffs. More data are not useful unless it can be used for proactive decisions. While past research has demonstrated how unstructured data can inform public health decision-making, these investigations have raised concerns about how to maintain privacy, especially if artificial intelligence is used to generate or distill information which could be considered personally identifiable medical information. Data ownership is another ethical challenge identified in using unstructured data and will require strong governance policies (described in more detail in the How? paper).

Exhibit 4: Improving public health outcomes using sentiment analysis to understand resident sentiment toward COVID-19 vaccination

The Harvard Kennedy School’s Ash Center partnered with Bennett Midland and Zencity to use sentiment analysis to understand the “organic” resident discourse on vaccinations. The information provided insights about the experiences associated with positive and negative perceptions of the vaccination process (e.g., capability to do things after receiving a vaccination, mistrust of the public health system). This project identified opportunities and challenges for the use of sentiment analysis in areas of public health. The project notes that access and use of sentiment analysis in public health data systems offer a way to capture and understand drivers of resident behavior, including those related to social determinants of health; new and timely data on the response of residents to interventions; an ability to quickly respond with targeted messaging when matched with data “know how”; and opportunities to test time-limited, high-priority projects in new ways.
3.1c. Consideration: Siloed data and data systems have created barriers to using public health data to identify timely solutions and do not provide complementary data useful to decision-makers.

The fact that race and ethnicity data were not collected regularly as part of initial lab testing for COVID-19 not only resulted in a delay in public health’s examination of impacts by race and ethnicity, but also limited the ability to examine the impacts of state-level interventions on specific populations (e.g., were states’ social isolation interventions affecting certain race, age, or gender populations disproportionately). Without information about who is being affected by what level and quality of public health services and policies, public health departments are unable to assess the efficiency or effectiveness of public health services and policies. To support sense-making and decision-making, data on population characteristics, the transactions and quality of public health services, and the public health outcomes must be integrated or linked across what are often siloed data sources. This type of linkage, however, requires significant resources and expertise and can hinder public health departments from finding timely solutions to the nation’s most pressing public health problems.

The public health data systems and digital infrastructure have also not been developed to support data-driven research of and decision-making based on population experience within and outside of the health care system. This may be due, in part, to the historic separation of medicine and public health, which was fueled by the divergence of federal policies in the 1930s and 1940s separating public health and individual health care services. However, a modern public health data system will not only need to leverage the intersection between public health and health care, but also capitalize on the intersections with other sectors relevant to health and well-being (e.g., education, transportation, criminal justice) to truly understand the conditions that create health inequities (Exhibit 5).
Transforming Public Health Data Systems: What? The data in the modern public health data system

Siloed data systems preclude the use of complementary data and the establishment of ‘data quilts’ (interconnections or mosaics of data that can be used together) with sufficient statistical power to produce reliable surveillance estimates (Exhibit 6). The ‘holy grail’ of public health data infrastructure has been described as “unified representations of data that incorporate the full spectrum of the determinants of health using data from multiple sources versus advancing siloed data within a homogenous data system (pg. 1).” However, public health is only now trying to integrate data systems across health care and public health, which have been traditionally siloed (e.g., Digital Bridge), and, with the exception of isolated demonstration communities, has not yet started to focus on data infrastructure to capture population experiences outside of the health care system. Such data can provide important signal value, as in the case of school absences or law enforcement data that could signal emerging health needs in the community.

Exhibit 5: Integrating state prison and jail data under the COVID Prison Project to help understand health equity among incarcerated populations during the global pandemic

There are currently no uniform standards for health data transparency among departments of corrections. To fill this gap in transparency and availability of data on the incarcerated population, the University of North Carolina at Chapel Hill established the COVID Prison Project. This Project collected data from 53 prison systems (Federal Bureau of Prisons, Immigration and Customs Enforcement, Puerto Rico, and all 50 states) and over 50 of the largest jails through the use of web-scraping technology to automate daily data collection. This Project found that COVID-19 infected almost 400,000 people who are incarcerated in state or federal prison systems and almost 2,500 have died; however, despite this burden, vaccine rollout has been slow with only 17 states reporting data on vaccinations and, among those states, between 3-60 percent of prisoners vaccinated. When this Project tried to make comparisons of testing for COVID-19 across states, differential reporting made it impossible to accurately make these comparisons. Many deaths were misclassified, and race/ethnicity data was among the missing data elements, limiting the ability of the project to look at disproportionate impacts of COVID-19. While COVID-19 has, to some extent, increased data transparency in prisons—without additional momentum and interest, it is unclear whether these gains will be sustained.
**Exhibit 6: Accelerating public health data modernization efforts during a global pandemic**

The Task Force for Global Health, Inc. and the Public Health Informatics Institute partnered with and listened to health department staff, Association of State and Territorial Health Officials (ASTHO), National Association of County and City Health Officials (NACCHO), CSTE, Association of Public Health Laboratories (APHL), and the CDC to determine the most relevant information related to the needs of local and state health departments and develop recommendations on a way forward to modernize public health data and infrastructure. Despite the horrific impact of COVID-19 on U.S. communities, public health departments considered it a transformative opportunity for public health to build back better together. To do so, public health departments recommended a focus on equity, the development of a nationwide strategy for modernization (e.g., through a standard set of nationwide requirements), a common data architecture to eliminate data silos and ensure interoperability, and the need to improve the informatics capability of public health departments. Innovations from public and private sector were also highlighted as case examples showing how public health data can be used in more effective, efficient, and functional ways.

**4. Precision, granularity, and timeliness of public health data**

**4.1 Key Action:** Clarify the appropriate level of precision and granularity of public health data needed for public health practitioners, policymakers, and the public to make informed and timely decisions.

Public health recommendations are often made because of emerging needs, based on evolving, incomplete, and sometimes imprecise public health data. However, timely and precise (defined in this paper as exact and/or sharply defined) data are scarce, in large part because of the time and resources required. One challenge, however, is that if decisions change as more precise data become available, it can be difficult to communicate what has changed and why to the public and policymakers in ways they can understand. The ongoing global pandemic is an example of how evolving circumstances can lead to inconsistent and contradictory information that contribute to public mistrust of public health data and associated recommendations. This section discusses the considerations for establishing guidance and guidelines to determine and communicate the appropriate level of precision and granularity of public health data needed for public health decision-making, the time lag inherent in many data sources, and the role of technology in improving precision and granularity of public health data.
4.1a. Consideration: There are resource, communication, and political issues associated with data granularity decisions.

Standardized measures of race and ethnicity (e.g., Asian/Pacific Islander, Hispanic) combine extremely heterogeneous populations, which have very different lived experiences, cultures, languages, and lifestyles. From a practical perspective, one’s country of origin and legal status also has real-world implications for accessing (or willingness to access) federal, state, and local services and supports. As a result, true health risks, outcomes, and trajectories of many populations are masked, severely limiting the development of tailored solutions to meet critical health needs (Exhibit 7). Similar challenges occur for other populations, such as gender minorities and LGTBQ+, individuals of multiple race and ethnic heritage, and for individuals in rural areas, where data are often combined across multiple geographic regions, posing challenges for localized response. Ensuring an equity-oriented data system requires careful consideration about what types of data are collected and at what level of granularity, and how to balance valid concerns around individual privacy, with the benefit of disaggregated data to inform public health and policy solutions. This point is particularly salient for some populations, which may be at risk if such data were made publicly available (e.g., undocumented residents).

**Exhibit 7: Strengthening health equity data gathering to better understand the genesis and impact of health disparities**

Texas Southern University and the Deep South Center for Environmental Justice conducted a retrospective evaluation of the Gulf Coast Historically Black Colleges and Universities-Community Based Organization Consortium’s 2017-2020 work to determine its impact on individual communities, the Gulf Coast region at large, and to analyze project outcomes using a racial justice and equity lens and community-based participatory research approach to develop key priorities and recommendations for approaches to health equity data gathering and sharing. Key priorities identified included using qualitative data as part of the gold standard for an equitable data system to help ensure public health data reflects lived experience and community needs; building cross-sector linkages to monitor co-occurring threats to health and human safety; and to ensure data, including data on laws and policies, is integrated and disseminated with a focus on accessibility and equity.

The lack of data granularity poses challenges for understanding what works, when, and for whom. For example, public health departments may be able to examine how many men or women received a specific public health service, but cannot look beyond a binary intersectionality (e.g., how many Black women living in poverty are receiving that same public health service). More detailed data on population characteristics are often collected via survey and not at the point of service. Combining data on public health action and implementation with disaggregated population-level data can be done through data integration across different data sources.
Currently, there is no consensus on what level of geographical and other data granularity is needed to support public health data decisions at the national versus local levels. For example, some have argued for greater granularity of ethnicity classifications to capture sub-group variations in health care, risk factors, and health behaviors, as noted above.\textsuperscript{65} Precision public health emerged as “a new field driven by technological advances that enable more precise descriptions and analysis of individuals and population groups, with a view to improving the overall health of populations.”\textsuperscript{66}

While first coined in 2013 and 2014, the optimal population strata to guide precision public health is still being determined.\textsuperscript{67} It is important to acknowledge, however, that the identification of a specific and universal level of data granularity may risk further fragmenting communities facing difficult decisions around the level of disaggregation pursued in either data collection or analysis due to dwindling state and local governmental resources. There could be an unintentional overriding of the goals of a community in which greater levels of disaggregation would be beneficial to local decision-making.

4.1b. Consideration: A lot of public health data suffers from significant time lags in favor of precision, but the timeliness and corresponding precision of data needed by decision-makers varies.

The types of public health data have adapted to changing public health data and informatics needs over time, moving from counts and trends to causal inferences to geospatial inferences over time.\textsuperscript{68} Public health practitioners often rely on federal data systems to create those inferences, but those data must be collected, cleaned, and de-identified, creating significant time lags often measured in years. This requires significant resources and can hinder public health departments in making timely decisions because they are constantly relying on survey data that may be lagging by a year or more. Making key decisions with outdated information can negatively impact public health, particularly if populations are dealing with a public health emergency.\textsuperscript{69} For example, the lack of timely, federal data made it more difficult to use to inform a pandemic containment strategy and shed new light on the limitations of our current public health data system for supporting real-time decision-making. While countries like South Korea, Singapore, and New Zealand were disseminating public health data in near real-time, the U.S. data lagged and were often lacking critical information, such as race and ethnicity.\textsuperscript{70} An August 2020 analysis of COVID-19-related cases and deaths found the data quality differences between South Korea and the United States correlated with differential response and death rates.\textsuperscript{70} The authors cited that some of the differential response could be attributed to South Korea’s coordinated network of public health centers across 250 districts, which had the data infrastructure to readily feed intelligence to the Korea Centers for Disease Control and Prevention for timelier and more targeted pandemic action. In the absence of available U.S. federal data, the
COVID-19 Tracking Project emerged as a public-private partnership to provide transparent and timely data on COVID-19 cases, deaths, and testing.71

There are circumstances when more and less precise data are appropriate, and it also can come down to a decision of data quantity versus timeliness. Decision-making related to emerging public health issues, such as COVID-19, often are fraught with a great deal of uncertainty, and conditions are continually evolving. Rapid health surveillance can potentially “pass” with less precision. Washington state public health has been forecasting mental health impacts of COVID-19 to help inform a series of proactive public health interventions to stem the tide of anticipated mental health problems, as described in Section 2. Many of these proactive measures (e.g., an education campaign to teach people how to cope with stress and where to find mental health resources) can be implemented with little to no harm, and only have the opportunity to help, so the risk for acting with less precise data is low. Polling is a common practice that can also produce targeted information for decision-making in near real-time but may lack precision. The Kaiser Family Foundation conducted a Tracking Poll in mid-July to assess the impact of COVID-19 on adult mental health. The Tracking Poll found that 53 percent of adults reported a negative impact on their mental health due to worry and stress over the pandemic, which helped to raise awareness among policymakers and the public of the rising mental health burden due to COVID-19.72

These are good examples where less precision was warranted, but before policymakers and other funders dedicate more comprehensive resources to public health interventions and plans, more precise data to understand the potential return on investment often is needed. Research studies often require higher precision data to minimize error in studies and to ensure accurate results before drawing population conclusions.

Public health officials must make a determination about whether public health data are ‘fit for purpose’ to inform decisions as conditions evolve; however, these nuanced decisions can be challenging to convey. Communication guidance and guidelines are needed for how public health officials should handle explaining the precision of the data by articulating the strengths and weaknesses as well as best use cases of different data sources for pending public health needs.73

4.1c. Consideration: Technology solutions may offer templates in how best to balance precision and granularity with real-time response.

Existing public health data challenges related to the speed and precision trade-off may be overcome by learning from and partnering with technology companies, which have resources and data capabilities that, in many cases, far exceed the typical public health sector. These companies have data that are already continually collected and analyzed. Using massive amounts of data in combination with sophisticated analytic techniques, companies are able to create accurate profiles of individuals or population segments based on numerous characteristics. These capabilities can be used to rapidly identify behavior changes, to answer emerging questions, or to spot shifts in sentiment. Social media posts or web searches provide real-time, granular information that can
reveal mental states, such as depression or anxiety, or whether someone has searched for information about how to hurt themselves or others.\textsuperscript{11,74}

Technology offers a convenience factor that could broaden the scope of collection. Many products that collect data are already in our households, which could help lessen a reliance on traditional data collection procedures that are more laborious and take longer to implement. One impact of this could be to increase the representation in public health data of an otherwise-hidden population. People who might be difficult to reach or who might not come in contact with health systems might not show up in current surveillance systems. However, the vast majority of people go online at some point, and many more people have cell phones, including those experiencing homelessness or other populations with vulnerabilities.\textsuperscript{75,76} Attention should still be paid to individuals that may not be online due to the lack of broadband in some regions, limited access to free public internet, inconsistent access to the internet due to economic instability, and varying degrees of digital literacy. It will be critical to acknowledge and address this digital divide so as to not create further inequity among populations that bear significant public health burdens but that are not reflected in online data.\textsuperscript{77}

### Conclusion

This paper reviewed several challenges for using data for proactive and timely decision-making. Public health data often are reactive to emerging areas of focus, rather than proactively driving decisions, and that reactivity has contributed to a large number of siloed systems and indicators. The systems that do exist suffer from significant time lags and gaps in meaningful data to capture positive health and well-being, preparedness and resilience, and upstream, social, and structural factors at both individual and community levels. Despite the existence of these gaps, a large volume of existing public health data is not being utilized effectively. Unstructured data are growing exponentially, yet public health has not systematically partnered with technology companies to leverage these data and, therefore, innovative efforts to use the data for public health decision-making are disconnected.

Despite these challenges, there are opportunities for improving the consistency, parsimony, and relevance of data in the modern public health data system. A parsimonious set of core public health measures, particularly at the national level, would facilitate timely, proactive, and evidence-based decisions. The modern public health data system could be strengthened by including data on the root causes and upstream drivers of public health outcomes, as well as from other sectors whose data may signal emerging health needs. Better data system governance needs to be in place to promote the efficient and ethical use of the growing volume of public health data and to clarify the appropriate level of precision and granularity of public health data needed for public health practitioners, policymakers, and the public to make informed decisions. If public health data are to have an impact, reviewing the content of public health data to determine how it can be used for proactive public health action and how it can be used with a more deliberate equity lens is essential.
# Appendix A. Gaps in Social Determinants of Health Data from Varied National Public Health Data Sources

("--" means not present, X means present)

<table>
<thead>
<tr>
<th>Social Determinants of Health</th>
<th>Healthy People 2030 Leading Health Indicators</th>
<th>Behavioral Risk Factor Surveillance System (BRFSS)</th>
<th>National Health and Nutrition Examination Survey (NHANES)</th>
<th>National Health Interview Survey (NHIS)</th>
<th>Well-Being in the Nation</th>
<th>National Equity Atlas</th>
<th>County Health Rankings and Roadmaps</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Economic Stability</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Employment</td>
<td>X</td>
<td>X</td>
<td>--</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td>--</td>
</tr>
<tr>
<td>Income</td>
<td>--</td>
<td>X</td>
<td>--</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td>--</td>
</tr>
<tr>
<td>Expenses</td>
<td>--</td>
<td>--</td>
<td>--</td>
<td>--</td>
<td>--</td>
<td>--</td>
<td>--</td>
</tr>
<tr>
<td>Debt</td>
<td>--</td>
<td>--</td>
<td>--</td>
<td>--</td>
<td>--</td>
<td>--</td>
<td>--</td>
</tr>
<tr>
<td>Medical Bills</td>
<td>--</td>
<td>--</td>
<td>--</td>
<td>--</td>
<td>--</td>
<td>--</td>
<td>--</td>
</tr>
<tr>
<td>Support</td>
<td>--</td>
<td>--</td>
<td>--</td>
<td>--</td>
<td>--</td>
<td>--</td>
<td>--</td>
</tr>
<tr>
<td>Hunger</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td>--</td>
<td>X</td>
<td>--</td>
</tr>
<tr>
<td>Access to a car</td>
<td>--</td>
<td>--</td>
<td>--</td>
<td>--</td>
<td>--</td>
<td>X</td>
<td>--</td>
</tr>
<tr>
<td>Rent/housing burden</td>
<td>--</td>
<td>--</td>
<td>--</td>
<td>--</td>
<td>--</td>
<td>--</td>
<td>X</td>
</tr>
<tr>
<td>Access to internet</td>
<td>--</td>
<td>--</td>
<td>--</td>
<td>--</td>
<td>--</td>
<td>--</td>
<td>X</td>
</tr>
<tr>
<td><strong>Neighborhood and Built Environment</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Housing</td>
<td>--</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td>--</td>
<td>X</td>
<td>--</td>
</tr>
<tr>
<td>Transportation</td>
<td>--</td>
<td>--</td>
<td>--</td>
<td>--</td>
<td>X</td>
<td>--</td>
<td>--</td>
</tr>
<tr>
<td>Safety</td>
<td>X</td>
<td>--</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td>--</td>
<td>--</td>
</tr>
<tr>
<td>Parks</td>
<td>--</td>
<td>--</td>
<td>X</td>
<td>--</td>
<td>--</td>
<td>--</td>
<td>--</td>
</tr>
<tr>
<td>Playgrounds</td>
<td>--</td>
<td>--</td>
<td>--</td>
<td>X</td>
<td>--</td>
<td>--</td>
<td>--</td>
</tr>
<tr>
<td>Walkability</td>
<td>X</td>
<td>--</td>
<td>X</td>
<td>--</td>
<td>--</td>
<td>--</td>
<td>--</td>
</tr>
<tr>
<td>Access to healthy food options</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td>--</td>
<td>--</td>
<td>--</td>
<td>X</td>
</tr>
<tr>
<td>Social Determinants of Health</td>
<td>Healthy People 2030 Leading Health Indicators</td>
<td>Behavioral Risk Factor Surveillance System (BRFSS)</td>
<td>National Health and Nutrition Examination Survey (NHANES)</td>
<td>National Health Interview Survey (NHIS)</td>
<td>Well-Being in the Nation</td>
<td>National Equity Atlas</td>
<td>County Health Rankings and Roadmaps</td>
</tr>
<tr>
<td>-------------------------------</td>
<td>---------------------------------------------</td>
<td>--------------------------------------------------</td>
<td>------------------------------------------------------</td>
<td>---------------------------------</td>
<td>----------------------</td>
<td>----------------------</td>
<td>------------------------</td>
</tr>
<tr>
<td><strong>Education</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Zip code/geography</td>
<td>--</td>
<td>X</td>
<td>--</td>
<td>--</td>
<td>--</td>
<td>--</td>
<td>--</td>
</tr>
<tr>
<td>Literacy</td>
<td>X</td>
<td>--</td>
<td>--</td>
<td>--</td>
<td>--</td>
<td>--</td>
<td>--</td>
</tr>
<tr>
<td>Language</td>
<td>--</td>
<td>--</td>
<td>--</td>
<td>--</td>
<td>--</td>
<td>--</td>
<td>--</td>
</tr>
<tr>
<td>Early childhood education</td>
<td>--</td>
<td>X</td>
<td>--</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td>--</td>
</tr>
<tr>
<td>Vocational training</td>
<td>--</td>
<td>X</td>
<td>--</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td>--</td>
</tr>
<tr>
<td>Higher education</td>
<td>--</td>
<td>X</td>
<td>--</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td>--</td>
</tr>
<tr>
<td><strong>Community and Social Context</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Social integration</td>
<td>--</td>
<td>--</td>
<td>--</td>
<td>--</td>
<td>--</td>
<td>--</td>
<td>--</td>
</tr>
<tr>
<td>Support systems</td>
<td>--</td>
<td>--</td>
<td>--</td>
<td>--</td>
<td>X</td>
<td>--</td>
<td>--</td>
</tr>
<tr>
<td>Community engagement</td>
<td>--</td>
<td>--</td>
<td>--</td>
<td>--</td>
<td>--</td>
<td>--</td>
<td>--</td>
</tr>
<tr>
<td>Discrimination</td>
<td>--</td>
<td>--</td>
<td>--</td>
<td>--</td>
<td>--</td>
<td>--</td>
<td>--</td>
</tr>
<tr>
<td>Stress and trauma</td>
<td>--</td>
<td>X</td>
<td>--</td>
<td>X</td>
<td>X</td>
<td>--</td>
<td>X</td>
</tr>
<tr>
<td><strong>Health and Health Care</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Health coverage</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td>--</td>
<td>X</td>
<td>--</td>
<td>X</td>
</tr>
<tr>
<td>Provider availability</td>
<td>--</td>
<td>X</td>
<td>--</td>
<td>--</td>
<td>X</td>
<td>--</td>
<td>--</td>
</tr>
<tr>
<td>Primary care providers</td>
<td>--</td>
<td>X</td>
<td>--</td>
<td>--</td>
<td>X</td>
<td>--</td>
<td>--</td>
</tr>
<tr>
<td>Health care access barriers</td>
<td>--</td>
<td>X</td>
<td>--</td>
<td>--</td>
<td>--</td>
<td>--</td>
<td>--</td>
</tr>
<tr>
<td>Provider linguistic and cultural competency</td>
<td>--</td>
<td>--</td>
<td>--</td>
<td>--</td>
<td>--</td>
<td>--</td>
<td>--</td>
</tr>
<tr>
<td>Quality of care</td>
<td>--</td>
<td>--</td>
<td>--</td>
<td>--</td>
<td>--</td>
<td>--</td>
<td>--</td>
</tr>
<tr>
<td>Social Determinants of Health</td>
<td>Healthy People 2030 Leading Health Indicators</td>
<td>Behavioral Risk Factor Surveillance System (BRFSS)</td>
<td>National Health and Nutrition Examination Survey (NHANES)</td>
<td>National Health Interview Survey (NHIS)</td>
<td>Well-Being in the Nation</td>
<td>National Equity Atlas</td>
<td>County Health Rankings and Roadmaps</td>
</tr>
<tr>
<td>-------------------------------------------------------</td>
<td>-----------------------------------------------</td>
<td>--------------------------------------------------</td>
<td>----------------------------------------------------------</td>
<td>----------------------------------------</td>
<td>--------------------------</td>
<td>-----------------------</td>
<td>-------------------------------------</td>
</tr>
<tr>
<td>Self-reported health and well-being status</td>
<td>--</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td>--</td>
<td>--</td>
<td>X</td>
</tr>
<tr>
<td>Chronic health conditions</td>
<td>--</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td>--</td>
<td>--</td>
<td>X</td>
</tr>
<tr>
<td>Current medications and/or treatments</td>
<td>--</td>
<td>X</td>
<td>--</td>
<td>--</td>
<td>--</td>
<td>--</td>
<td>--</td>
</tr>
<tr>
<td>Exercise</td>
<td>--</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td>--</td>
<td>--</td>
<td>--</td>
</tr>
<tr>
<td>Receipt of treatment</td>
<td>X</td>
<td>X</td>
<td>--</td>
<td>X</td>
<td>--</td>
<td>--</td>
<td>--</td>
</tr>
<tr>
<td>Receipt or use of diagnostic or preventative care</td>
<td>X</td>
<td>X</td>
<td>--</td>
<td>X</td>
<td>X</td>
<td>--</td>
<td>X</td>
</tr>
<tr>
<td>Death and disease</td>
<td>X</td>
<td>--</td>
<td>--</td>
<td>--</td>
<td>X</td>
<td>--</td>
<td>X</td>
</tr>
<tr>
<td>Substance abuse behaviors</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td>--</td>
<td>X</td>
</tr>
</tbody>
</table>
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Introduction

The first two white papers for the National Commission provoked considerations around why an equity-oriented public health data system is necessary, and what data and measures must be included and elevated to achieve this vision. This third paper in the series focuses on critical features of system design to motivate considerations around how the current system could evolve into a modern, equity-oriented public health data system that is not only agile, responsive, and adaptive to emerging conditions, but also leverages diverse data to generate usable findings and integrated knowledge, contextualized through the lens of equity, that are timely and readily available for decision-makers.

Implementation of such a public health data system, however, brings practical challenges related to entrenched interests, legacy systems, antiquated data collection processes, cost, lack of standardization and interoperability, privacy and legal protections, lack of trust, and public health workforce capabilities. As difficult as it has been to witness the failures of our current data system to support a swift, equitable, and coordinated response to a worldwide pandemic, and to watch the erosion of the public’s trust in both data and data stewards, this crisis continues to reveal a window of opportunity to reimagine what an equitable public health data system could and should be, to leverage current and critical data modernization efforts, and to think carefully about how to achieve and sustain that vision. The tensions and tradeoffs are clear in the discussion of how, because of the push and pull that can happen in these data modernization discussions—while the urgency to get something done can be practically valuable, these efforts stop at incremental or minimalist changes that can be implemented quickly. On the other hand, the nation can think in transformative ways, but that can feel untenable or ambiguous at times, particularly if the United States must reimagine core tenets like purpose and consider widespread systems change.
The Operation of a Modern Public Health Data System

This paper summarizes core issues, innovations, and considerations from the health system and other systems that may provide insight as to a viable path forward, while still integrating and pushing the boundaries of system-minded and transformation-minded thinking, as defined in the preamble. This paper is organized around four major issues: 1) governance and data stewardship, 2) data sharing, 3) access and interoperability, and 4) privacy and security (Figure 1). As noted in the prior white papers, this paper is also informed by stakeholder input, literature review, and grantee insights. The examples and exhibits included in this paper are meant to be exemplar, rather than exhaustive.

Figure 1. Equity-oriented data system: Core features and considerations
1. Governance and data stewardship

Governance refers to the structures and processes by which people in societies make decisions and share power, creating the conditions for ordered rules and collective action. Governance over such a large and variable system has inherent challenges given the diversity of actors and interests, which are not always aligned. However, parallels may be drawn, and insights gleaned from the governance of two other systems that share similar characteristics: governance over natural resources and the governance of space. In each of these cases, there is an underlying premise that a governance model is needed to guide collective action around a shared asset (e.g., natural resources, space, data) where stakeholders have diverse interests, “ownership” of the asset is less clear, and the asset can be considered a collective good. Whether and how to develop an overarching governance system requires consideration of different types of governance models and how to catalyze convening and buy-in around the optimal governance structure. Related considerations include who could serve in a convening role for an equity-focused public health data system and tenets of data stewardship required to keep pace with rapidly emerging technologies for data collection, analysis, and use of data.

1.1 Key Action: Develop a governance structure that is equitable, leverages the diversity of data across sectors, supports timely decision-making at multiple levels, and builds in adaptive capacity.

Given the rapid pace of innovation in information technology and changes in what, how, when, and why data are collected, and by whom, an important consideration will be not just what governance structure works best to guide the current public health data system, but how to ensure that any governance structure adopted is well suited to iteration and able to address future health data considerations. Given the data system principle around adaptability to emergent threats (preamble, Principle 2) as well as recognition that modern also means agile, a more flexible governance structure is key. Related to this approach to governance are decisions around binding versus non-binding governance structures, centralized versus decentralized models, and the potential for adaptive governance.

A strong governance structure could prevent the use of public health data from becoming what is known in economic science as a tragedy of the commons, where “individual users have open access to a resource (in this case, data) unhampered by shared social structures or formal rules that govern access and use, act independently according to their own self-interest, and contrary to the common good of all users, cause depletion of the resource through their uncoordinated action.” Within a public health data system, depletion could occur if individuals or other data owners stop sharing data due to the way in which it is being handled, used, and protected. At the same time, there are concerns that preemption, a “legal doctrine that allows a higher level of government to limit or eliminate the power of a lower level of government to regulate a specific issue,” and particularly state preemption in the time of COVID-19, has harmed local public health efforts and worsened health and economic inequities, elevating a need to think carefully about the relationship between state and local governments and governance models.
1.1a. Consideration: Non-binding governance holds innate appeal, but relies heavily on standardization, interoperability, and buy-in of diverse stakeholders.

An important consideration is the extent to which public health data governance should be binding or non-binding. This distinction refers to whether there are repercussions for not following data governance standards and regulations. Some aspects of data governance may be binding, such as with data security or privacy, where there are consequences for mishandling of data. Non-binding governance may exist in the form of guidelines or tenets, which may be useful particularly when consensus on details cannot be achieved and there is an interest in not being overly prescriptive or adding layers of complexity to data sharing activities.³

Although there is innate appeal in non-binding governance, development of a shared language, definitions, thresholds, and risk levels, among others, becomes critical. Efforts towards standardization and interoperability, therefore, become important considerations in a data governance structure. Taking an example from space governance, for example, it was noted that government and commercial space operators have differing levels of “acceptable risk” for space collision, which also may or may not align with the protection of the space environment.³ In this case, it was recommended that “acceptable collision risk levels...be set by international guidelines or national regulations [to] ensure the safety and stability of our orbital environment.”³

If a convening body is conceptualized as the backbone of any data governance structure, then a set of rules, perhaps along the lines of a Data Constitution, may help to build muscles, giving the public health data system the strength needed to leverage data for the public good.³ In addition, statutes or modifications to existing data sharing regulations or privacy acts could support more timely and proactive analytics for the public good. Although these efforts would require diverse input, political will, and stakeholder buy-in, groundwork has been laid by numerous entities who have identified key tenets for data use that could be leveraged (see Table 1 below). However, equity is an important consideration as well; despite higher transaction costs, diversity in knowledge and perspective can add value to governance and decision-making, reducing the risk of poor system outcomes.⁸⁻¹⁰

1.1b. Consideration: Centralized models allow for greater control, but are less efficient, while decentralized models facilitate local response, but lack standardization.

The debate around centralized versus decentralized governance structures is particularly relevant for the public health data system. Decentralized models push responsibility for data system governance to local levels, where models of data sharing and guidelines for data stewardship and governance are locally determined. Local governance affords an opportunity to build trust in the data system and provide a more agile and customized response to local needs.¹¹ However, the lack of standardization in governance across decentralized data systems poses barriers for more widespread data sharing with the state and federal government and for pooling data across local jurisdictions to assess emerging health needs. A centralized data governance structure allows for greater control over standards, but criticisms of this model are that it is less efficient (particularly at a national level), may be slower to react to problems, and may be more open to corruption or political influence. This
tradeoff between centralization to ensure standardization and decentralization to allow for local freedom will be an important consideration for the public health data system.11

1.1c. Consideration: The ‘nesting principle’ for robust governance of large-scale common-pool resources may be applicable to public health data but requires substantial coordination and collaboration.

An analysis of sustainable models of common-poola environmental resources indicated that the governance systems were often “organized in multiple layers of nested enterprises” (see Figure 2 below and preamble Figure 5).4 Although developed within the field of environmental management, this ‘nesting principle’ for governance of large-scale common-pool resources may be relevant for the public health data system. One potential advantage of nested governance is that “smaller organizations become part of a more inclusive system without giving up their essential autonomy,” which can contribute to the robustness of the system.12 For example, a nested system allows for more tailored (decentralized) governance at a local level (lower-level) while simultaneously working with higher governance levels that may be capable of addressing problems that exceed the capacity of lower-levels to address on their own.12 However, one important consideration of this model for the public health data system is determining what those levels of governance look like: are they organized by geographic region? Population? Topic (privacy, standardization)?

Another important consideration is deciding which tasks will be handled at which levels of governance. This requires substantial collaboration and coordination and revolves around the notion of subsidiary, meaning that “any particular task should be decentralized to the lowest level of governance with the capacity to conduct it satisfactorily.”2,13 This assignment of tasks is more difficult than it sounds, however, as it requires appraising capacity of various levels of governance, and we know that capacity varies greatly across the field of public health even within similar levels (e.g., local public health departments). A final consideration is how to manage interactions among the various levels of governance to ensure that any governance structure does not undermine work noted above to strengthen interoperability, data sharing, and equity.13

---

a A common-pool resource is a resource that benefits a group of people, usually by consumption. Common-pool resources (e.g., forests, fisheries) are susceptible to overuse and provide diminished benefits to everyone if each individual pursues his or her own self-interest.
**1.1d. Consideration:** Adaptive governance affords flexibility in governance over time but relies on a learning-based collaboration across stakeholders that could prove challenging.

Adaptive governance refers to an “evolution of the rules and norms that promote the satisfaction of underlying human needs and preferences given changes in understanding, objectives, and the social, economic, and environmental context.” In the context of a public health data system, this theory of governance may afford flexibility as the needs and preferences for health data evolve, new types of data become available (e.g., from private industry), and technological advancements become widespread. For example, in an adaptive model, a public health data system may start in a decentralized model and be governed locally but also has the capability to adapt quickly to a centralized model of governance during public health emergencies, when collaboration and more centralized approaches are helpful for coordinated response. Adaptive governance provides space for the detection of opportunities and problems as they arise and the modifications to be made to address emerging needs. Because adaptive governance reflects a learning-based collaboration across multiple stakeholders, its success may be dependent on the willingness of stakeholders to take on and give up responsibility as the system evolves and understand opportunity contexts that may signal the need for adaptation. While this may be easier to achieve in the context of preserving a local natural resource, where adaptive governance has been used successfully, this may be more challenging for public health and with stakeholders who have a diverse and vested interest in health data. However, aspects of adaptive governance hold promise for informing a potential governance structure of a public health data system.
1.2 Key Action: Consider the need for an independent, trusted convener, who or which can bridge sectors to facilitate development of an equity-oriented data system.

In examples of governance over natural resources, the move towards adaptive governance was often catalyzed by a crisis that mobilized individuals to think differently, build trust, and develop a system vision that combined seemingly opposing viewpoints (e.g., conservation and development).\textsuperscript{15} It could be argued that the COVID-19 pandemic has served as a similar catalytic awakening for the public health data system. This crisis has mobilized action at the local, state, and federal level and coalitions and collaboratives already focused on interoperability and data sharing have a renewed sense of urgency. A next step could be the establishment of a convener, who or which can harness the collective action and power of thought occurring across these groups to develop a governance structure and path forward that facilitates a vision of an equity-oriented public health data system.

1.2a. Consideration: A convener or convening body could support the evolution of the public health data system, but it is not clear who (or what group) should serve in this role, and not all stakeholders believe it is necessary.

In 2007, the Agency for Healthcare Research and Quality (AHRQ) released a request for information (RFI) on the concept of a national health data stewardship entity (NHDSE)\textsuperscript{16} with the proposed characteristics of an NHDSE summarized in Exhibit 1. Although framed with a particular focus on health care data, the proposed mission, precepts, and characteristics of the NHDSE offered by ARHQ for comment have widespread applicability to a broader health data system. A summary report of the comments received, however, suggested that there was little consensus in understanding around the concepts of data stewardship and governance, and AHRQ received both support and opposition for the idea.\textsuperscript{17}

As summarized by Rosenbaum, “proponents viewed a broadly conceived steward as offering an essential oversight mechanism for health data issues, organizing the various data collection, aggregation and sharing systems, assuring privacy, empowering consumers, and fostering collaboration among stakeholders. Opponents objected to a stewardship entity as an unnecessary competitor; others raised concerns about the absence of a clear legal authority on which to act.”\textsuperscript{17} Although AHRQ did not move forward with the development of an entity at that time, future efforts to identify or develop a convener could benefit from a deeper understanding of the feedback received and challenges faced, as well as an assessment of whether overarching objections still hold given the evolution in technology, data security, and understanding of the value of data sharing for both individual health management and the public good that has occurred over the past 15 years.

\begin{displayquote}
Exhibit 1: Proposed characteristics of NHDSE offered by AHRQ in 2007
\end{displayquote}

\begin{itemize}
\item 1. Objective
\item 2. Independent
\item 3. Knowledgeable
\item 4. Responsive
\item 5. Trustworthy
\item 6. Adaptable
\item 7. Transparent
\item 8. Timely
\item 9. Collaborative
\item 10. Sustainable
\end{itemize}
No clear individual or collaborative body has emerged as an obvious choice for a health data system convener. It has been suggested that perhaps the Surgeon General might serve in this role, setting expectations for health progress as a country and prioritizing a smaller set of public health measures for a more unifying and inspiring national health vision, which would then trickle to cabinet-level agencies. Although promising for visibility, it may be important for the convener or body to be independent and accountable to the public with full moral and decision-making authority, and not subject to political isolation or pressure. Others have suggested that the field of public health, or the Centers for Disease Control and Prevention (CDC) specifically, should be the convener, although the current pandemic has recently eroded trust in these institutions, and, again, there may be concerns around political pressure and financial ties to federal and state government that may impact objectivity. In the space governance example, industry associations play vital roles in developing industry consensus, sharing best practices and expected norms of behavior, and promoting industry objectives and aspirations.

An important clarification in the framing of the convener role will be to distinguish it from management, which refers to the process of decision-making and control over resources within a given institutional setting. A convener, however, connects to management across diverse sectors and utilizes indirect control in the form of governance to align decisions and behaviors. An important characteristic of the convener, therefore, is the ability to work across and meaningfully engage diverse sectors. In addition to public health and health care data, data from social services, education, justice, the environment, and private industry, among others, hold immense potential for public good and the development of equitable, proactive solutions to strengthening the health and well-being of our nation. There may be an opportunity to consider whether a cross-system convener or governing body may be a viable solution.

1.3 Key Action: Revise core tenets of data stewardship and data governance to keep pace with rapidly emerging technologies for data collection, analysis, and reuse.

Success of the broader public health data system to advance health equity and improve population health and well-being is heavily dependent on data stewardship. Stewardship can be thought of both as an institutional commitment to and a collection of methods for data management that address the acquisition, storage, and aggregation of data for scientific and societal benefit, while protecting against privacy and security breaches and misuse. Data stewards have a fiduciary (or trust) level of responsibility toward the data. Data governance, described above, is the process (e.g., broad policies, approaches) by which stewardship responsibilities are carried out. Data stewardship and governance, however, have not kept pace with rapidly emerging technologies that have an impact on data collection, access, and use. Issues related to data ownership, access, and trust remain unclear; there is a need for methodologic advances to facilitate use of data for public benefit; and there is an opportunity to reassess the necessary competencies of the public health workforce with respect to data stewardship and reuse of data for public good.

In recent years, cross-sector efforts and strategic plans have offered core tenets and frameworks for advancing data modernization and stewardship. These core tenets, summarized in Table 1, cover issues of equity, governance, infrastructure, innovation, interoperability, partnerships, and data
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security. Although each was written through a specific lens and, in some cases, as a guiding document for a specific organization, collectively they provide important insight on key data stewardship tenets for a modern, equity-oriented health data system. Included in the table are core tenets drawn from the Centers for Disease Control’s (CDC) Data Modernization Initiative; the Office of the National Coordinator for Health Information Technology (ONC) 2020-2025 Federal Health IT Strategic Plan; the Council for State and Territorial Epidemiologists’ (CSTE) report, “Driving Public Health in the Fastlane”, The National Committee on Vital and Health Statistics, the World Economic Forum, and the American Medical Informatics Association.19-23

Table 1. Core tenets of recent data use frameworks

<table>
<thead>
<tr>
<th>Categories</th>
<th>Core tenets</th>
<th>CDC 2020b</th>
<th>ONC 2020c</th>
<th>CSTE 2019d</th>
<th>NCVHS 2014e</th>
<th>WEC 2013f</th>
<th>AMIA 2012g</th>
</tr>
</thead>
<tbody>
<tr>
<td>Equity</td>
<td>Equity</td>
<td>X</td>
<td></td>
<td>X</td>
<td>X</td>
<td>X</td>
<td></td>
</tr>
<tr>
<td></td>
<td>Steward responsibility</td>
<td></td>
<td></td>
<td>X</td>
<td>X</td>
<td>X</td>
<td></td>
</tr>
<tr>
<td></td>
<td>Representativeness</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Governance</td>
<td>Individual Rights</td>
<td></td>
<td></td>
<td></td>
<td>X</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>Patient-centered</td>
<td>X</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Infrastructure</td>
<td>Information Technology</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>Data Quality</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>Workforce education/innovation</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Innovation</td>
<td>Promote innovation</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Interoperability</td>
<td>Regulatory standards</td>
<td>X</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Partnerships</td>
<td>Public-private partnerships</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>Public-community partnerships</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>Intergovernmental collaboration</td>
<td>X</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Security</td>
<td>Accountability/Enforcement</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>Transparency</td>
<td>X</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>Privacy/Protection</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td></td>
</tr>
<tr>
<td></td>
<td>Public trust</td>
<td>X</td>
<td>X</td>
<td></td>
<td>X</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>Access</td>
<td>X</td>
<td>X</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>


1.3a. Consideration: Lack of clarity around data ownership can bring cascading challenges related to who can access and share data, with whom, and for what purpose.

The issue of data ownership is perhaps one of the biggest challenges to address in the context of data use for public good. There is a case to be made that data are owned by the entity that paid for or authorized its collection (e.g., government), such as with state or national surveys. Another position may be that the entity who collected the data (e.g., health care providers, researchers, private industry) own the health data they collected, given the resources and time spent collecting it and the competitive advantage such data may provide within their industry. A third position is that data are owned by the individual providing it, particularly given that in many cases the data contain personal information about that individual.

In the context of a public health data system, the issue of ownership becomes particularly important, given that data ownership is likely to vary depending on the type of data, method of data collection, whether consent has been provided, and for what purpose. As data get pooled and shared more readily, the question of ownership becomes even more important because it points to who can grant permission to access the data and for what purpose and who should profit (financially or otherwise) from the use, sharing, or even selling of data. From an equity perspective, the question of data ownership points to who has the “right” to tell the story stemming from the data, and whether there should be special provisions for where and how that story is told, particularly for special populations.

**Exhibit 2: Legal authorities and barriers to COVID-19 data disaggregation**

The Network for Public Health Law (NPHL) is undertaking a study to understand the authority of health departments to collect race and ethnicity data, where there are legal barriers to their reporting it, and obligations to share data in response to requests made by the public pursuant to records access laws. Surveying the laws of 10 diverse states, NPHL found that health departments are authorized to collect data about race and ethnicity, and although the information reported to health departments is confidential, de-identified data may be shared and published. While all 50 states have laws giving the public the right to access government data, records access laws differ slightly in what they exempt from disclosure, and many require the state to balance privacy interest of the people whose information they possess against the public’s interest in disclosure. Early conclusions from this work suggest that the individuals about whom COVID-19 data relates have legitimate privacy interests that health departments must respect. If an individual can be re-identified from disaggregated data, its release might constitute an unwarranted invasion of privacy, particularly in a state with a constitutional or statutory right of privacy.
The lack of clarity around data ownership raises important considerations related to data stewardship, access, and use cases for the data. The first relates to whether there should be a review process of not only the use case, but also of the findings to help ensure that the data are being used for public good. This may facilitate the rebuilding of trust among populations who have been harmed by unethical research practices and provide an opportunity to engage individuals proactively and meaningfully in the knowledge generation process who have been previously excluded. Another consideration pertains to Institutional Review Board (IRB) oversight. Typically, the governing IRB is located at the institution where the data are being housed, analyzed, and reported. However, in new models of data access, where the data stay behind firewalls and the queries go to the data, it could be that the responsibility for review and approval of data use is better left to the data steward, rather than an external IRB. Although shifting this responsibility to the data steward would add burden to that role, it may also facilitate equitable access to data for users who are not affiliated with an institution that has an IRB.

Another consideration is the need to guard against the use of a public health data system for financial gain. If the system is successfully built on the premise of data reuse for public good, knowledge that the data were used for financial gain or competitive advantage could quickly undermine the trust of the public and participating sectors. Equity in data access will also be an important consideration, to ensure that the system is not structured in such a way that gives individuals or entities with more resources access to more information. Given that many data sources require purchase of a data license or are cost prohibitive for less-resourced public health departments, it will be important to develop strategies (e.g., free to non-commercial users, or sliding fee scale) that ensure equitable access to the data.

1.3b. Consideration: Despite promising developments, public health is not yet consistently using methodologies to efficiently leverage the diversity and volume of data available.

The integration of data from a wide range of sources, the sheer volume of health-related data being generated including from social media, sensor technology, and new sources of audio and video data, and increased computing power and technological innovation hold great promise for the development of proactive, data-driven solutions to improve health, equity, and well-being. With these changes, however, comes a need for new methodologies to analyze the data efficiently, cost-effectively, and accurately. For example, methodologies for creating robust national estimates from EHR data have yet to be developed. There is also an opportunity to leverage and refine innovations like artificial intelligence, machine learning, natural language processing, and other methodologies for predictive analytics and the generation of actionable solutions.

To ensure that data governance and protection of privacy keep up with the pace of IT innovation, methodologic advancements with respect to the de-identification of data that lessen the likelihood of re-identification could also be explored. Methodologic approaches to allow for the disaggregation and analysis of data by geography or population characteristics could also have far-reaching implications for advancing health equity. Currently, data are either omitted or aggregated with other data if the number of individuals within a “cell” are too small, for the purpose of protecting the privacy of individuals. Oversampling of specific populations or geographies is one strategy for overcoming this challenge, although this approach is resource intensive and may not be sustainable.
Approaches that utilize data from multiple years or introduce noise in the data have also been leveraged to examine populations of interest with smaller numbers, but each has its corresponding limitations.

### Exhibit 3: Data platform viability

The **Health Care Cost Institute** is assessing the feasibility of developing a permanent platform for making private data available to researchers for noncommercial use. Through their work, they are developing a conceptual framework and learning from both data suppliers and data users about potential facets of such a platform including: perceptions of infrastructure, access and governance, legal frameworks, data linkages, privacy and de-identification of data, and researcher collaboration and standards of data use.29

In 2012, the Obama administration invested $200 million in the National Big Data Research and Development Initiative to harness emerging structured and unstructured data sources.30 In 2016, a strategic plan for research and development of ‘big data’ was developed by the Office of the President, National Science and Technology Council to take stock of what changes would be needed for the federal government to keep pace with the growing array of disparate, distributed, dynamic, and real-time data sets.31 This plan included activities to advance new analytic techniques; explore the trustworthiness of data; enhance the cyber infrastructure; explore data sharing, privacy, security, and ethics of using ‘big data’; and to determine needed workforce capabilities. Building on this work, the 2020 Federal Data Strategy lays out a series of principles, practices, and actions to improve the federal government’s approach to stewarding data and using data for public good.32 In 2020, the CDC received $500 million through the Coronavirus Aid, Relief, and Economic Security (CARES) Act to strengthen public health data and surveillance infrastructure of the United States through “modern, interoperable, and real-time public health data and surveillance systems that will protect the American public.”33

**Figure 3** describes the specific limitations of current public health data systems and opportunities for modernization that the CDC is seeking to align their investments to address. These opportunities include using data for predictive modeling, rapid analytics with real-time data, and developing interoperable systems that translate to action. Consistent across these federal plans is the identified need for modern information technology, a skilled workforce, and data governance policies to improve accountability and transparency when using new structured and unstructured types of data.
1.3c. Consideration: The current public health workforce may not have the skills and competencies necessary to operate in a modern information age.

There is growing concern that the public health workforce, in general, may not have the skills and competencies necessary to efficiently operate in a modern information age. Individuals skilled in informatics are choosing private industry over public health given the opportunity for better pay and advancement. In some cases, there is no job classification specific to informatics, making it difficult for public health departments to attract the right candidates.

The public health workforce could benefit from expanding analytic competencies through a multi-pronged approach. First, schools of public health could review course offerings and strengthen requirements around informatics and analysis of complex data for all students (not simply those
pursuing a more quantitative track). Second, there may be an opportunity for a narrative shift that highlights important challenges and unique opportunities in public health that require top talent. Although some individuals may still opt for a higher salary, others may be enticed by the opportunity to be trailblazers in an emerging area. Third, workforce exchanges, cross-sector models of job-sharing (e.g., where an individual splits time across employment at a public health department and academic institution or private company), and models where certain data analytic tasks are completed by a centralized regional or national group, rather than conducted at the local level, for example, could help build competencies and fill this gap.

These points raise a larger consideration around whether there should be formalized competencies for data stewards more broadly, and whether public health professionals are equipped for this role. Data stewards of the future, for example, will need to have not only data governance expertise, but also expertise in data management and informatics, and hold many of the same characteristics outlined above for a system convener such as independence, objectivity, and responsiveness. There may be an opportunity to consider in more detail what competencies the data stewards of the future will need, how to ensure we are collectively developing the data stewards of the future through education and training programs, and whether there is an opportunity to standardize the position through a certification program or equivalent.

2. Data sharing

As noted in the What? paper, the idea that an individual’s health, social service, education, and other data can be used not only for the purpose of improving the health of that individual, but to improve the health of the population, is increasingly acknowledged but is not currently being optimally collected or utilized for decision-making. Those not in the field of public health often struggle to understand what makes population health different from other conceptualizations of health, why non-clinical data are important to understanding the health of populations, and how individual-level data can inform the health of populations. Without a clear understanding or recognition of the value of such data for public good, the interest and willingness of other sectors to participate in data sharing efforts may be dampened.

In general, reuse of existing data for the purposes of public good (e.g., strategic planning, surveillance, research) is considered advantageous in that it saves resources, reduces duplication of effort, minimizes burden on individuals, and can result in a larger, more complete set of data from which to draw conclusions. Sector-spanning terminology like “data aggregation” may be useful for engaging sectors less familiar with public health in that it helps to clarify how the data may be used to shape action, may alleviate concerns around privacy, and elevates the idea that our public health data system should utilize information about all individuals, not just those seeking medical care. This section discusses two considerations related to data sharing: 1) how to ensure equity remains a core tenet in data sharing efforts, and 2) how to increase participation in data sharing efforts.
2.1 Key Action: Ensure that equity remains a guiding principle in data sharing efforts.

The events of 2020, including calls for social justice and the COVID-19 pandemic that disproportionately affected people of color, presents an opportunity for careful and perhaps uncomfortable self-reflection on the reality that a stronger, more integrated public health data system has not been achieved, despite numerous calls and initiatives to build cross-sector collaboration, facilitate community-partnered work, and overcome technical challenges. As noted in the preamble and the Why? paper, there is growing recognition that this lack of progress is due, at least in part, to deep system inequities and core values related to self-preservation that make those in power reluctant to share resources, data, and power. For example, current incentive structures in the health care system are tied to individuals seeking medical care rather than healthy communities, and making data (e.g., on race or ethnicity) more readily available to a wide range of stakeholders could shed light on inequitable practices and result in unwanted negative attention.

Instead of working around the edges, what elements of system design will generate a truly transformative shift in our public health data system with respect to equity? Three considerations are discussed in this section: 1) how to uniformly collect data that includes special populations and facilitates data disaggregation, 2) how to shift the paradigm of engagement from community participation to co-creation, and 3) how to ensure equitable access to public health data. Additional equity considerations are discussed in relevant sections throughout this paper.

2.1a. Consideration: Challenges to an equity-oriented public health data system include an inability to disaggregate data and the frequent absence of underrepresented populations from data collection activities.

The United States does not consistently or uniformly collect data critical to understanding the health, well-being, or lived experiences of millions of individuals living in the United States, severely limiting our ability to develop data-driven solutions for minorities or populations that have vulnerabilities.\textsuperscript{36,37} As noted in the Why? paper, even in the midst of a worldwide pandemic, as of August 2020, basic demographic characteristics like race and ethnicity were not collected or were unknown for 51 percent of the cases, masking severe disparities in case and fatality rates early on and delaying the development and implementation of data-driven solutions.\textsuperscript{38} As noted in the What? Paper, the lack of granularity in currently used data and measures poses significant challenges to advancing population health and well-being.
Despite advancements in survey methodologies, public health surveillance efforts, and sharing of health data through electronic health records (EHR), critical equity questions remain: Who is not included in those data? And who have we missed? An important consideration of developing an equity-oriented public health data system that produces actionable information to address inequities will be assessing who is and who is not represented in current health data and developing solutions to ensure accurate and complete representation. This could include strengthening representation of individuals who do not regularly see a provider (or see a provider that does not utilize an EHR or actively share data), which may be particularly valuable for detecting the early spread of infectious diseases or other health-related trends. It also suggests a need to strengthen inclusion of individuals with cognitive, developmental, or other disabilities; children; individuals in group home settings; those in prison or jail; homeless persons; and undocumented residents, among others.

Data collection from these and other special populations poses additional challenges due to special protections, consent and assent procedures, and necessary collaboration with other systems (e.g., justice), which may explain why they tend to be overlooked.

New protocols and methods of data collection could be developed to ensure that the public health data system includes data on all individuals, not just those for whom data are easier to collect. At the same time, more advanced data collection methods and methodologies must also be critically examined as they could potentially exacerbate inequities in data representation if, for example, existing data or data collection methods designed for one population are applied to another without consideration of whether such approaches are fully appropriate or representative of new spaces,
Another potential challenge may arise in the development of methodologies, including algorithms, where developers establish benchmarks for acceptability. An accuracy level of 90 percent may be considered strong, but results in data that is more precise (useful) for some groups and less precise for others.

2.1b. Consideration: Although community engagement efforts are expanding, practitioners have not sufficiently moved from episodic community participation to full participation and co-development.

Most health data systems were developed without the input of individuals whose data are being collected, and largely for the purposes of financial accountability, rather than improving the population’s health. Development of an equitable health data system could benefit greatly from meaningfully and authentically engaging diverse stakeholders (including individuals) in the design process. That tenet described in the Why? paper, “Nothing about us without us,” remains resonant.

Exhibit 5: Incorporating data from residents

Streetwyze is developing a new technology platform for community residents so they can gather and incorporate their own data into publicly available, place-based data to construct more complete pictures of how conditions of place impact health. These data can be used to demonstrate how key challenges to achieving health equity are experienced and to encourage broader participation, especially by those who represent vulnerable populations, in the co-creation of solutions to the most significant challenges.

Initially, data collection efforts and corresponding solutions were developed with minimal to no community input. Recognition that these solutions often fell short of expectations led researchers and practitioners to seek input from community members via focus groups and interviews in the design process, although criticisms of this approach are that it obtains limited input and lacks meaningful, sustained engagement with the community. In an effort to develop data collection efforts and health solutions that were more in line with community needs, promoted meaningful engagement, and built community capacity, the field shifted again towards the utilization of community-based participatory research (CBPR) methods. However, adherence to CBPR principles and methods remain quite variable, and it has been argued that this approach does not go far enough to dismantle the power imbalance between professionals (e.g., researcher, practitioner) and community residents, particularly when it comes to interpreting, contextualizing, and translating data into information and insight.

An important consideration is whether there are opportunities to further shift this paradigm towards co-development that ensures the community has power to drive local solutions. True transformation to an equity-oriented data system necessitates tough conversations around issues of power, expertise, and trust. For example, whose goals or needs are reflected in design decisions specific to the public health data system? Whose expertise is truly valued (e.g., those with lived experience or
those with advanced degrees) in decisions around what, when, why, and from whom data are collected? Who becomes more or less “visible” in the system, and what might the consequences be (good or bad) for vulnerable populations? If approached through the lens of co-creation, a stronger, more equitable data system could emerge.

### Exhibit 6: Grassroots action infrastructure for public health

**Community Science** is examining the role of national grassroots action infrastructure (grassroots organizations and intermediaries) for public health and social justice. One of their case studies is examining the work of **Citizens Committee of New York City (CitizensNYC)**, an intermediary organization whose mission has been to help New Yorkers come together and improve the quality of life for residents in their neighborhoods, and to serve as a community hub that promotes philanthropic justice by being a “connector rather than a gatekeeper.” CitizensNYC fielded a survey through an extensive network of grassroots community groups during the pandemic and received over 800 responses from majority Black and Hispanic residents, which provided an urgent list of community needs. In addition to using these results to shape their grantmaking efforts, an interactive mapping tool was also made widely available to support local donor decision-making, and they are striving to sustain active community engagement through new platforms that have allowed CitizensNYC to hear directly from grantees about what is happening in their communities.  

### Exhibit 7: Shaping an equitable data ecosystem through community partnership

Although early in the process, the **Rising Equitable Community Data Ecosystems (RECoDE) Learning Council** is encouraging genuine participation by communities through a series of interviews and workshops to support the creation of more equitable, accessible community data ecosystems, which will require shifting power and resources to communities, fostering a sense of ownership, and ensuring that data systems have feedback loops that enable communities to use and benefit from the data they share.

### 2.1c. Consideration: Public health data are difficult to access for many stakeholders.

While data sharing is an important aspect of a public health data system, it is important to reflect on who has timely access to those data. Representatives from non-health sectors have noted that they are often asked to share their data, with little opportunity to leverage the combined data for their own work. Even within the public health system, COVID-19 brought similar challenges as local health departments fed data into state data systems but were not able to access or analyze those collective data to understand state and local trends for local decision-making. Access to some types of data,
such as exact dates or geographic information, are accessible only through restricted-use files that users access after a detailed application process, purchase of a data license, or travel to a research data center.\textsuperscript{51,52} These expenses may be difficult for smaller organizations to afford, further perpetuating inequities in data access. Such one-way data flows, and structural barriers to data access, pose important challenges for the development of local data-driven solutions and are important considerations for a new public health data system.

Who has access to public health data is not only an important ethical question, but one that also has practical implications for the field of public health. Making public health data more widely available would allow a range of stakeholders (not just public health departments) to leverage the data for local decision-making and provide an opportunity for innovation and new models of working together that may address resource and personnel constraints. It is not clear, however, whether public health data should be viewed as “open access,” where anyone can access and analyze the data, regardless of their analytic capabilities. Questions include:

- Should there be certain requirements to gain access to data?
- Should these requirements differ for public health, researchers, community groups, journalists, or individuals?
- What should those requirements be and how should we ensure those requirements do not create inequitable barriers to accessing data?
- How do we balance equitable access with the potential for misinformation or the potential for harm that could come to groups represented in the data?

Answers to these questions are also relevant to considerations around governance and stewardship, discussed above.

\textbf{2.2 Key Action: Increase participation in data sharing efforts.}

Although there are many promising examples of how communities have come together to share data across sectors,\textsuperscript{53,54} these examples are more often the exception, rather than the rule. Increasing participation in data sharing efforts will require careful consideration of two challenges that have hindered widespread data sharing: 1) variable infrastructure and limited resources, and 2) limited emphasis on the value of data for common good.

\textbf{2.2a. Consideration: Although the federal government has implemented policies to promote data sharing of certain clinical and research data, widespread data sharing with public health is hindered by variable infrastructure and limited resources.}

As noted in the What? paper, our currently fragmented public health data system is an eclectic mix of legacy systems, disease-specific systems, and unique measures that will require considerable
As a result, the seemingly simple request of asking organizations to collect and share data on a more granular level (e.g., using more refined race or ethnicity categories), or to share data they have already collected (e.g., social service utilization, or health data obtained from wearable technology), for broader public good can require significant time and resources. Organizations may need to make changes to their data collection procedures, consider implications for informed consent, ensure privacy in the new use case, and ensure processes for secure data transfer and tracking. It is not clear whose responsibility it is to cover these costs. In fact, the significant investment that organizations make in collecting and maintaining their own data can sometimes be used as a rationale for not sharing data more broadly, particularly if they do not perceive any benefit in return.

This tension is common in the research community as well, although some federal funders such as the National Institute of Health (NIH) and the National Science Foundation (NSF) have policies in place to encourage data sharing. The NIH, since 2003, has required that projects receiving over $500,000 must make final research data “as widely and as freely available as possible while safeguarding the privacy of participants” through the timely dissemination of data in data archives such as the ICPSR, data enclaves, or mixed mode sharing. Since 2011, NSF has required all proposals to include a data management plan that details a way for principal investigators to share data with other researchers within a reasonable timeframe and at a no more than incremental cost.

In recent years, federal agencies like the Centers for Medicare & Medicaid Services (CMS) have begun to leverage their position as a large funder of health care services to incentivize consistent data collection, interoperability, and data sharing. For example, the Meaningful Use program is an incentive program designed, in part, to promote collection of standardized information and to share relevant data with public health agencies (e.g., data on immunizations, reportable conditions, and other data for surveillance and public health registries). Medicare’s Merit Based Incentive Program (MIPS) is furthering the coordination of EHR interoperability and data sharing. Although efforts like these provide strong incentives, participation and implementation is far from universal and is heavily focused on the sharing of data collected within the clinical encounter.

Despite federal investment in health care infrastructure, public health has received far fewer federal resources to maintain and modernize the public health infrastructure. For example, from 2012 to 2018, the state public health workforce decreased by about 10 percent, which equates to a loss of about 10 full-time equivalent workers per state. Particularly relevant is a reduction in the public information (-33 percent) and public health informatics (-29 percent) workforce at the state level between 2010 and 2013. General federal and state funding for public health has also declined over the past decade. This has resulted in wide variability in the public health infrastructure on top of what was already a heterogeneous group of local public health departments that vary in size, geographic reach, populations served, location, economic circumstances, governance structure, and governing organization to which they are accountable. Although recent investments and incentive programs in the health care system have been designed or adjusted, in part, to support data sharing more readily with public health, the public health system may not be able to receive, process, or use
the data being sent. Inequities in the public health infrastructure have critical cascading effects for health equity overall.

2.2b. Consideration: Limited emphasis on the value of data for common good, including the value of public health data specifically, has hindered data sharing.

Exhibit 8: Barriers to sharing data across criminal justice and health settings to advance equity

The University of Arkansas examined the collection, usage, and sharing of public health data to better surveil and respond to health threats, improve population health outcomes, and reduce health disparities among criminal justice involved populations. Their work has identified a number of barriers to sharing data across criminal justice and health settings to advance equity. For example, many organizations collect data on important pieces of the overall narrative of incarceration and health but getting buy-in from stakeholders and a commitment to prioritize data systems is a challenge. Many national surveillance systems do not survey institutionalized populations and do not ask about previous experiences of interactions with the criminal justice system. In addition, jail- and prison-based medical records and health data are often housed by private, state-contracted providers, and making inroads with these groups can be challenging. Data quality is also a concern as medical services that are provided by the state or non-profit providers often include data of lower quality and accessing health data through the sheriff’s office or a state department of corrections remains a challenge. While electronic health records are more common in larger correctional facilities, many smaller jails still rely on paper records. It is also difficult to link the health of the individual before, during, and after incarceration. Health care use prior to arrest and incarceration is only available if collected upon entry to the facility and is typically self-reported. While it is possible to link post-release health data with diagnoses and health needs during incarceration, such linkage is an arduous task and must be conducted manually every time it is needed, regardless of whether such a linkage has been completed in the past by others. Collectively, these insights are informing the conceptualization of a public health and criminal justice data sharing system.

The issue of data privacy is commonly cited as a rationale for not sharing data. Individuals and organizations are quick to envision scenarios where personal data are inadvertently released with devastating consequences. While data privacy must be taken seriously (see Privacy below for more information on this issue), at the same time, data have tremendous potential for social good. It is not unreasonable to question whether our current rules and regulations related to data privacy have negatively impacted the narrative around the benefits of data sharing for public benefit, and to consider how we might balance these competing concerns. There may also be an opportunity to be clearer in our narrative about how sharing data for public good can also have a direct benefit for individuals. In recent years, for example, we have seen an increasing amount of media coverage
highlighting various ways that climate change (a similarly nebulous topic that will require collective action) impacts the health of individuals, and this may serve as a model for public health.\textsuperscript{66,67}

Public health as a field has been plagued by a general lack of understanding about what it is, what it does, and what it includes, and this awareness links to interest in public health data. Most Americans are not familiar with public health and do not readily share that they see public health action in their daily lives. In contrast, individuals are able to comprehend the value of the health care system, transportation, or education system, where the perceived benefits to residents and the community are more obvious, and individuals can visibly see those systems in action. This suggests a need to not only develop messaging around what public health is, its value to society, and the critical importance of data in achieving its mission, but also to consider how to make the work that public health does, as well as the public health infrastructure in place to support health and well-being, more visible to residents and policymakers. This is particularly important in light of the need to combat misinformation and to elevate credible health communicators in our health narrative.\textsuperscript{68,69}

Increasing the visibility of public health could help other sectors see more easily how their data could serve as important inputs to population health and health-related decision-making.

Most of the public health data collected could, when properly handled, be used for the common good and shared for public benefit. The amount of health and other data that are currently being collected and shared via our online activities (that we knowingly or unknowingly consent to) is staggering and is currently being used largely for commercial gain. That more of these data are not being used also for public good is a missed opportunity, particularly during a crisis that has spurred many of these companies to examine the public health potential of their assets and resources. As referenced in the What? paper, more work is needed to engage private industry and other sectors that own data about the value of sharing that data consistently for the purposes of strengthening community health and well-being. Messaging to advance the sharing of data across sectors, however, will likely require more than an altruistic argument.

Although some businesses may be willing to share data as a social good (assuming the costs and risks of doing so are low), others may require a more clear and compelling narrative that ties to other outcomes they may be more interested in (e.g., public relations, healthier workforce, improved bottom line), helping them to see “what’s in it for them.” Another possibility is seeking out companies whose missions are naturally aligned with public health goals. For example, Nike or other athletic brands could benefit from an increase in physical activity, as would public health. At the same time, businesses that transparently share data may catalyze a recognition among their customer base and competitors around the value of sharing data for public benefit, which may translate to increased buy-in around data sharing over time.

Changing the national narrative for both individuals and data owners, however, will require a multi-pronged effort, starting with national leadership. There may be an opportunity to elevate the importance of the public’s health through regular reporting on a sentinel indicator or set of indicators by top executive leadership and state and local leadership, which could signal political support for data to improve the health of the nation. This returns to the principle of parsimony, noted in the preamble and the What? paper, calling for a more coherent set of indicators that could be easily used by business leaders, amplifying the value of public health and public health data. There may also be opportunities to partner with well-established business or sector leadership, which may serve
as catalytic change agents. By being one of the first to share data, they can serve as a “proof of concept” for other businesses or industries. Engaging a diverse set of journalists, social media outlets, and news organizations across the political spectrum, from different geographies, and of different lived experiences to develop communication strategies and tailored messaging may also help change the narrative around the value of sharing data for the public good.  

3. Standards of access and interoperability

Section 2 above focused on core considerations around increasing participation in data sharing efforts and ensuring that such data sharing practices are equitable. Those considerations can be viewed as early steps in a theory of change that utilizes incentives (financial or otherwise) to encourage data sharing and address current system deficits, and changes narratives and mindsets around how people understand health, public health, and the public health data system (section 2.2). Section 3 of this paper builds on this theory of change to elevate considerations around data and system standards that could promote interoperability and strengthen data sharing.

3.1 Key Action: Identify appropriate models for information exchange.

A wide range of models are currently in place to facilitate data sharing, and while the details of each has been uniquely negotiated by the participating organizations, they fall within several basic models or designs for information exchange, described below. As noted in the preamble, this translation of data into information in ways that are useable is a key part of useable knowledge development. Given that each has its own strengths and weaknesses, it will be important to prioritize the use cases (e.g., tracking chronic disease burden, real-time outbreak surveillance, research) for public health data to help determine which models or mix of models will optimally inform the advancement of the public’s health. Related to this is a consideration of the data user, and whether the needs of state and local health departments could or should be prioritized over the needs of federal agencies or researchers to facilitate a more timely, localized response to emerging health challenges. Such a prioritization, however, could perpetuate inequities in data access. Another important consideration is assessing what it will take to migrate legacy data systems to a point where they can actively and efficiently participate in any model of data sharing with minimal human effort and securing the funding and other supports needed to sustain and maintain these new systems, including ongoing testing and refinement. It will be important, however, to ensure that we are not further burdening organizations with increased complexity and cost in the pursuit of efficiency regardless of the model(s) selected.  

Figure 4 shows the continuum of information exchange models:

- **Centralized**: Data are sent to a centralized database or repository by a network of users. The data can then be accessed by participants in accordance with the policies and procedures governing that repository.
- **Federated**: Data are stored in separate data repositories or nodes, which are interconnected in a federation. The nodes have a central management framework and set of agreed upon
tenets and standards that creates a uniform environment so that the member networks can share data.\textsuperscript{71,72}

- **Hybrid**: Data are stored in separate data repositories or nodes, but a central repository contains a limited set of standardized data on every individual in the network along with a record locator service, which enables tracking of data across nodes.\textsuperscript{73,74}

- **Distributed**: Data are stored in a distributed network, where users maintain control of their data but provide access to other users by enabling user privileges.

In the following sections, we describe key considerations about each approach.

**Figure 4. Models of information exchange**

![Models of information exchange](image)

**3.1a. Consideration**: Centralized models are relatively simple to deploy, but data access can be more burdensome, and data are at higher risk from a privacy and security standpoint.

In a centralized system, data are sent to a centralized database or repository by a network of users. The data can then be accessed by participants in accordance with the policies and procedures governing that repository.\textsuperscript{74,75} One example of a centralized model is the North American Association of Central Cancer Registries (NAACCR).\textsuperscript{76} In addition to establishing a set of data standards and facilitating the tracking of cancer patients across participating states, NAACCR is developing the Virtual Pooled Registry Cancer Linkage System (VPR-CLS) to efficiently connect researchers performing minimal risk linkage studies with population-based cancer registries.\textsuperscript{76} Although centralized models of data sharing have advantages in that they are relatively simple to deploy, affordable to maintain, and provide central control of the data, this centralized control can also be a limitation if the party responsible for overseeing the database or repository is slow to adapt to emerging technologies or address issues that could improve the quality, completeness, or value of the data. Another potential challenge is finding an entity that is sufficiently trusted or well-regarded to serve in this role. Other challenges may involve the potential for duplicate records and burdensome processes for data access that may affect productivity or a timely response.\textsuperscript{73,77}
Centralized data models are also at higher risk from a privacy and security standpoint, as a breach in data protections places the entire database at risk.

3.1b. Consideration: Federated data systems reduce privacy and technical risk inherent with data transfer, but it can be challenging to reach agreement from federation members and beneficiaries on important aspects of data sharing.

Unlike centralized systems, federated data systems do not have a single owner. Rather, data live in separate data repositories or nodes (e.g., health provider, public health department), which are interconnected in a federation. The nodes have a central management framework and set of shared tenets and standards around security, auditing, authentication, and access rights that creates a uniform environment so that the member networks can share data. These shared tenets and standards are decided on by members of the federation and therefore vary across federated systems. Application programming interfaces (APIs) provide a secure means of accessing local data of the federated system. The federated data model reduces privacy and technical risk inherent with data transfer, as the data are not shared. Rather, the query is sent to each data node, processed locally, and then aggregated and returned to the individual making the request. Despite its benefits, this model of data sharing adds complexity to the process, as one of the biggest challenges can be reaching agreement from federation members and their beneficiaries on shared goals and tenets, types of data included, metrics of success, and approved data use.

3.1c. Consideration: Hybrid models combine the functionality of both centralized and federated models but may be better suited for clinical and research applications.

A common model of health information exchanges is a hybrid model, which combines the functionality of both the centralized and federated infrastructure models. In this model, a central repository contains a limited set of standardized data on every individual in the network along with a record locator service, which enables tracking of individual movement between providers or services. In addition to obvious clinical applications to track patient care utilization, it can also be useful in research for developing patient cohorts of populations of interest. Once the cohort has been identified, the central repository provides information on where the source data can be requested for each potential participant within the federation. This model provides more flexibility for clinical analytics and medical research than either the centralized or federated models, but it is not clear whether it is as useful for informing local decision-making around issues of population health.

3.1d. Consideration: Distributed network models are similar to federated models, but they do not require a priori agreements on all aspects of data use and can be more costly and require trust among members of the network.

Similar to a federated model, a distributed model does not have a centralized location where data are stored. Rather, data are stored in a distributed network, where users maintain control of their data but provide access to other users by enabling user privileges. This enables data to be integrated from disparate sources. A key difference between a distributed model and a federated model
is that the distributed model does not require an agreed-upon set of shared standards as with the federated model.\textsuperscript{75}

When used in conjunction with software platforms, such as PopMedNet, that facilitate distributed querying and analytic tools that protect patient privacy, health departments and researchers can query multiple data sources simultaneously.\textsuperscript{80} Examples of this model include the Patient-Centered Outcomes Research Network (PCORnet), used commonly for research, and MDPHnet, a distributed health data network in Massachusetts used often for public health surveillance.\textsuperscript{27} In the latter example, public health officials use PopMedNet to query the network, which returns de-identified aggregate counts, while network software maintains a data repository behind the firewall of each practice to ensure the privacy of individuals.\textsuperscript{13} Distributed network models may be particularly well suited for models of information exchange that give individuals more control over their own data. OAuth, for example, is an open authentication protocol commonly used by technology companies, like Amazon and Google, that allows a data owner to grant permission for a third party to access their information on other websites or in other applications, without sharing passwords.\textsuperscript{61,62} CommonHealth is another example.\textsuperscript{83} Although the distributed model helps to overcome some of the privacy concerns of other models and is not vulnerable if a single data source goes off-line, it can be costly to develop and maintain and requires significant effort to build trust among members of the network.

**Exhibit 9: Putting individuals in charge of their own data**

**CommonHealth**, developed by the nonprofit The Commons Project in collaboration with a range of private and public partners, is an app that helps put power over health data in the hands of individuals, who then share with entities they trust.\textsuperscript{79} CommonHealth interposes a trust framework (intended to be similar to Consumer Reports) to help individuals decide which apps are trustworthy. The app works with a third-party ecosystem to ensure those entities to be trustworthy. CommonHealth aims to serve everyone on an equal playing field so that for-profit stakeholders can compete within it.

**3.1e. Consideration:** Blockchain is an emerging technology that holds promise for overcoming challenges of privacy and trust in data, but it can be expensive to maintain and has not been widely tested in the health sector.

Blockchain is not noted in Figure 4 but may be useful to consider given the pace of innovation. Blockchain is a peer-to-peer distributed ledger technology that is gaining interest as an effective way to improve the transparency of data exchange and trust in data-sharing systems.\textsuperscript{84,85} It uses a distributed network, where each member stores an identical copy of the blockchain that is updated in real time. As members in the network add transactions, entries are validated, encrypted, and digitally signed, after which the data entries become immutable and cannot be changed or removed. These processes help to increase confidence among users that the data are secure, accurate, and have not been tampered with, which helps to build trust.\textsuperscript{77,84,86,87} Blockchain technology also allows
the user to share data in compliance with privacy laws like the Health Insurance Portability and Accountability Act (HIPAA), while retaining full control of that information.\textsuperscript{77,85}

While blockchain technology has been in use in other sectors like banking, its application for sharing public health data is relatively new and deserves further study. The public health field may benefit from the implementation of pilot programs to test potential use cases, like the pilot program for an EHR blockchain conducted by the CDC’s Office of Technology, National Center for Health Statistics, and IBM.\textsuperscript{85} Potential limitations of this model include a concern around bandwidth, storage capabilities, and maintenance costs for a growing blockchain that may drain resources, particularly for less-resourced organizations.\textsuperscript{87} Issues of data ownership and regulatory issues such as who has the right to grant data access and for what purpose are also unclear.\textsuperscript{87} Data standardization within and across blockchains is also an area in need of attention, if the goal is to use such data for surveillance or research activities.\textsuperscript{87}

3.2 Key Action: Strengthen interoperability of data systems.

The lack of data standards and the sheer number of unique information systems, most of which are not interoperable, pose major technical challenges for efficient and effective use of public health data, particularly given the data volume and variety issues explored in the What? paper. In addition to the technical challenges of interoperability, standardization around documentation and exchange of data specific to social risk factors, including social determinants of health, will be an important consideration in the development of an equity-focused health data system. This section highlights four considerations for strengthening the interoperability of data systems: 1) the need to leverage data integration techniques and establish a minimum viable product; 2) the potential role of modular approaches; 3) how to standardize measures, particularly of social determinants of health and other factors like racism, that impact health but are not uniformly defined; and 4) the role of policies, incentives, and collaborations to catalyze interoperability between public health, health care, and other sectors.
Data integration involves combining data from multiple sources (including, but not restricted to, surveillance systems), and data integration techniques can be useful whether they are complex or simple. Dashboards are one simple approach public health practitioners have used to integrate and distill data into more consumable formats, which can be used to promote data-driven decision-making or to support education and learning through data visualization. Public health dashboards do not follow any standardized guidance, however, and thus while some elements may appear frequently across dashboards, many are only somewhat similar or not similar enough themselves to be integrated in a meaningful way.

Data integration methods in Exhibit 11 provide a structure for producing ‘data quilts’ that leverage overlap in geographic coverage timing, and/or substantive outcomes of existing data sources, to produce improved surveillance estimates (e.g., more precise, greater periodicity, and/or better ability to measure small subpopulations like vulnerable populations or small geographic areas). Table 2 shows a variety of methods for combining secondary data that range across the use of multiple secondary data sources (e.g., spatial interpolation of county health rates using census tract population counts); secondary and primary data (e.g., constrained regression estimation of census tract health rates using geocoded survey microdata and county health rates); to multiple primary data sources (e.g., combined-survey regression estimation of tract health rates using multiple...
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surveys, or survey and census microdata). Successful data integration requires stakeholder input to identify the priorities and preferences for surveillance.

Exhibit 11: Data integration methods

- Methods using secondary data (Macro): meta-analysis; data smoothing; spatial interpolation
- Methods using primary & secondary data (Macro+Micro): small-area estimation; constrained regression
- Methods using primary data (Micro): combined-survey regression with multiple imputation

To be able to access and integrate data for public health purposes, metadata on available data sets are needed. For example, the CDC has catalogued their data sets and the meta data and searchable system are available to CDC researchers on the CDC intranet.\textsuperscript{90} Public health more broadly needs a similar set of metadata to be able to efficiently and effectively use the wide array of other data sets in key sectors, such as education, transportation, housing, and economics, which influence health, well-being, and equity outcomes. Unique approaches are being utilized to develop metadata across sectors for more holistic research. For example, Data Lumos was developed by the Inter-university Consortium for Political and Social Research (ICPSR) and is a "crowd-sourced repository for valuable government data" on the subjects of employment, labor, citizenship, and housing.\textsuperscript{91} Data Lumos contains over 5 million variables from over 15,000 studies and almost 100,000 publications.

Public health does not necessarily need to gather and store these data, but instead should focus on making these data more accessible so data can be integrated with other sources. However, given the complexity and difficulty in using the current volume of data, there may be lessons public health can learn from the technology industry’s use of minimum viable product (MVP). The purpose of a MVP is to allow for an agile product development that allows for users to augment an initial simple set of features, often opting for the least complicated yet useful set of features to allow for users to achieve the vision of the product.\textsuperscript{92} Should public health identify a minimum data set or MVP equivalent? Adopting a ‘less is more’ approach for public health data would require some consensus about what the bare minimum or core basic set of public health data is that should be available to all public health departments to ensure they can work towards identified public health priorities. As previously mentioned, these data could reflect health’s intersection with multiple sectors—education, housing, economics, etc.—and could be enhanced with local data. Clear guidance for how to construct the minimum data set and standardized definitions of measures would need to be developed to support implementation of such an approach in the future.
3.2b. Consideration: Modular approaches and identification of common elements that facilitate interoperability have been leveraged in other industries, but not as widely in health data systems.

One critical consideration for interoperability is how to structure a public health data system that allows for local flexibility, while also ensuring that data collected at a local level can be easily aggregated with data collected elsewhere. Modularity is a “general systems concept that describes the degree to which a system’s components can be separated and recombined and refers to...the degree to which the rules of the system architecture enable or prohibit the mixing or matching of components.”

Modularity can be contrasted with the consolidation or integration of systems, which is another approach to ensuring interoperability, but one that provides less flexibility to meet emerging or unique needs. While the health care system (and, by default, health care data), in general, is moving towards consolidation and integration, it is reasonable to ask whether modularity, which has been leveraged successfully in other industries, may be a helpful construct when thinking about the public health data system.

Using LEGO as an analogy, there are hundreds, if not thousands, of different types of LEGO bricks, but each type of brick is uniform in its size, shape, and color. The number of configurations achievable from even a fraction of available LEGO bricks is limitless. Extending this analogy to the public health data system, the standardization of measures would not only facilitate interoperability, but would also allow stakeholders to select and use measures most relevant for their work, greatly increasing the flexibility of the public health data system. This notion of “recombinability” in a modular system, or all the ways in which component parts (measures) can be put together, becomes more valuable as the demands of the (public health data) system become more heterogeneous, increasing system fitness.

Modular approaches have also been used in many other industries, including the shipping industry, where standardization of shipping containers and free use of patents to build machines that lift containers off of ships and place them on trucks not only removed bottlenecks, but also lowered costs significantly and allowed the industry to grow quickly.

3.2c. Consideration: Important determinants of health remain poorly conceptualized, resulting in a lack of standardized measures that hinders interoperability, though ongoing efforts to address this challenge hold promise.

Data on social determinants of health (SDOH) such as food security, housing stability and quality, transportation, and racism can help to shape the development of programs and policies that address upstream drivers of health and health inequity. Yet, despite being important concepts, as noted in the What? paper, they remain poorly conceptualized and often miss key aspects of inequity processes and outcomes. This results in a lack of standardized definitions and measures across data collection efforts. Several efforts are underway to standardize the collection of SDOH data that could provide important advancements towards addressing health equity (Exhibit 12). A key consideration, however, is ensuring that these and related efforts are integrated and align, to the extent possible. If multiple guidelines, definitions, and coding practices stem from these related efforts, and particularly if sectors elect to follow different recommendations, the challenge of interoperability and standardization for data sharing will remain. It may be worth considering whether a parallel to the American National Standards Institute (ANSI) or the National Institute of Standards
and Technology (NIST) could be developed for the public health data system, building on existing collaborations and efforts currently underway. These institutes promote and facilitate the establishment of consensus standards, measures, and conformity assessment systems and safeguard their integrity to build trust. However, such standardization may still be plagued by an incomplete set of domains and may miss deeper historical and systemic inequity issues, called out in more detail in the What? paper.

Exhibit 12: Efforts to standardize the collection of SDOH data

Objective 1c of the ONC Federal Health IT Strategic Plan is to integrate health and human services information. One strategy offered as part of Objective 1c is to “advance standardization and interoperability of SDOH and social services data across federal programs through the use of standard health IT terminologies, definitions, and methods of data collection and exchange.” Another is to “capture and integrate SDOH data into EHRs and clinical decision support to inform care delivery (including referrals and integration of medical and social care) and to address health disparities in a manner that is ethical and consistent with routine patient care.” In February 2021, ONC released a special emphasis notice of interest under the Leading Edge Acceleration Projects (LEAP) in applications to advance health IT standards and tools to improve SDOH data exchange.

The Gravity Project is a national collaborative to advance interoperable SDOH data. This is done through a collaborative process where stakeholders develop and test consensus-based standards to facilitate SDOH capture and data exchange across health and social services systems and settings. Through the development and testing of use cases, the Gravity Project “seeks to identify data elements and associated value sets to represent SDOH information documented in EHRs across four clinical activities: screening, diagnosis, goal setting, and intervention activities.” The Gravity Project is also collaborating with organizations to address coding gaps and developing and testing HL7 FHIR Implementation Guides.

The 3-D Commission is a partnership between the Rockefeller Foundation and Boston University that is seeking to improve health-related decision-making by creating a demand for public and private investment in the social determinants of health and creating a common language between fields of data science, health determinants, and policy and practice decision-making. The commission’s report is expected to be released in late spring 2021.
3.2d. Consideration: Policies, incentives, and collaborations help catalyze interoperability, but they remain fragmented, which can create further inequities in the public health data system.

EHRs are now used by more than 85 percent of ambulatory providers and by the vast majority of hospitals, making their data a valuable source of data for public health use. In recent years, the federal government has leveraged incentive programs to promote interoperability and the collection of a standardized set of data through CMS’ Meaningful Use program and, more recently, MIPS. These incentive programs have tied provider payments to standards of data capture and information exchange. In 2020, CMS finalized a rule to advance interoperability by promoting the flow of electronic health information (EHI) and providing patients with access to their health information. The CURES Act is another statute designed to strengthen interoperability. In 2020, ONC released the CURES Act Final Rule “designed to drive interoperability of EHI by supporting the use of ... Fast Healthcare Interoperability Resources (FHIR) standards for application programming interfaces (APIs).” Use of FHIR has broad federal support and fosters data sharing between a wide range of potential users including patients, providers, and other health care entities.

Exhibit 13: Creating a model for data-driven policymaking for Native Hawaiian and Pacific Islander populations in the time of a pandemic to help promote equity

The Native Hawaiian and Pacific Islander (NHPI) Data Policy Lab conducted a series of key informant interviews and focus groups to elevate issues related to the availability of disaggregated NHPI COVID-19 data during a pandemic. Several key insights emerged. First, apply community-based participatory principles to governance structure, and incorporate community stakeholders into organization formation and decision-making processes. Second, strong data privacy policies are necessary to prevent the release of personally identifiable information to law enforcement for immigration purposes and to prevent commercial exploitation. However, in health emergencies such as pandemics, health systems should have policies in place that can lower thresholds to a previously agreed upon level that is triggered by state or federal declarations of public health emergencies. Third, utilization of machine learning and artificial intelligence must be coupled with additional oversight to ensure appropriate data sets have been selected and algorithms are audited for bias. Fourth, incentivize data collection and any oversampling necessary to allow for reporting of population subgroups such as Chamorus, Fijians, Marshallese, Native Hawaiians, Samoans, and Tongans, among others. The suggested subgroups are those that make up the majority of NHPIs in the country. These subgroups also capture the different types of experiences and identities that impact access for NHPIs through one or more of these designations: Indigenous, Citizens, Birthright citizens of U.S. Territories, Nationals, Legal permanent residents, Undocumented, and Compact of Free Association Migrants. Fifth, enforce data collection and reporting of OMB 15 categories at a minimum. And sixth, implement data processing transparency policies that describe how steps are taken to process and impute data, imputation techniques, and the effect of imputation for small populations.
Although these efforts are important contributions towards interoperability, particularly for clinical data stored in EHRs, several considerations remain. First, while EHRs are widespread, there remain pockets of providers who do not utilize them or who do not participate in CMS incentive programs. This leaves open the question of how to incentivize interoperability among non-participating health systems, particularly if the patient population of that health system is underrepresented in current data systems. Second, although policies and strong incentive programs are promising change agents, their reach is limited to the health care system and the providers who participate, in part because EHR data systems were not designed to be shared outside specific entities. As a result, more work is needed to ensure interoperability of EHR data with relevant data from other services and sectors, including private entities, and to overcome the historic divide between the public health and health care sectors. Third, improving interoperability could benefit from ongoing technological and methodologic advancement in how EHR systems interact and data are shared, with particular attention to interoperability across sectors and with public health specifically. Revisiting earlier considerations around equity and resource allocations for public health infrastructure, such innovations could focus on novel approaches to efficiently “wrapping” legacy systems with newer technologies and capabilities (without creating additional complexity), as opposed to replacing existing systems outright, which may be cost prohibitive for many public health departments. At the same time, federal and state governments should also adopt technology emerging from interoperability standards.

A number of forums and collaboratives have coalesced around issues of interoperability and data sharing across diverse sectors (Exhibit 14). Collectively, these forums offer readily available expertise, experience, and lessons learned that could be leveraged to further tackle existing and emerging challenges related to interoperability and standardization. Fostering stronger connection, collaboration, and alignment between these groups has the potential to expand impact and result in an even stronger set of recommendations, guidelines, and best practices for interoperability across a diversity of settings and sectors. As noted in the What? paper, technology companies (e.g., digital health companies) could also be an important partner in thinking through interoperability considerations because many have been expressly digital from the beginning. Companies are not usually stuck in digital capability traps (e.g., challenges with migration towards digital systems) and have interoperability baked into their business model.
Exhibit 14: Learning forums and collaboratives focused on interoperability and data sharing

All In: Data for Community Health is a learning network of communities, representing over 150 collaborations across the country, testing new ways to improve community health through multi-sector partnerships working to share data. National and regional programs coordinate technical assistance and facilitate peer-to-peer learning activities across partner networks to build the evidence base to advance practice, identify gaps, highlight investment needs, and inform policy.106

Data Across Sectors for Health (DASH) is a RWJF-funded effort that supports community collaborations in their efforts to address locally determined problems or goals; enhance communities’ ability to plan; make decisions; implement health improvement activities through sharing of data and information; and identify methods, models, and lessons that can be applied locally and shared with other communities who wish to improve their ability to share data and information across sectors. DASH has launched a funding opportunity called Community Impact Contracts-Strategic, Timely, Actionable, Replicable, Targeted (CIC-START), which aims to help local collaborations catalyze their efforts to share and use multi-sector data to improve community health. Awardees also receive support to participate in All In: Data for Community Health.107,108

Digital Bridge is a forum comprised of individuals from health care, public health, and information technology. Goals of Digital Bridge include easing the burden and costs for all stakeholder groups through a unified approach to information exchange; advancing greater standards-based information exchange across public health and health care; and laying the foundation for greater bidirectional exchange of data so that clinicians can be more informed about population health, environmental risks, and outbreaks. Past projects included the design of a nationally scalable, multi-jurisdictional approach to electronic case reporting (eCR) and has recently developed the ExeCC (Expanding eCR’s Capacity and Capability) use case workgroup, focused on generic enhancements to the existing eCR infrastructure that would support additional reporting beyond nationally notifiable conditions.109-111

GO FAIR implementation networks are also creating specific materials and tools as elements of the Internet of FAIR Data and Services (IFDS). The FAIR guiding principles for scientific data management and stewardship were published in 2016 and include guidelines to improve the findability (e.g., through accurate, standardized metadata), accessibility (e.g., balanced against privacy, resources), interoperability (e.g., architectures, formats), and reuse of digital assets (e.g., generation of new knowledge).112

Stewards of Change Institute recently launched the National Interoperability Collaborative, a community of networks designed to promote greater information sharing, interoperability, and collaboration in human services, public health, health IT, education, public safety, emergency response, and other relevant domains related to and including SDOH and well-being. Their goal is to enable more and better partnerships, collaborations, relationships, and linkages at the local, state, and national levels.113
4. Privacy and security

With respect to data sharing for reuse, privacy is often cited as a barrier. Organizations not interested in sharing data point to privacy laws as justifications for not sharing data with public health entities. However, others have speculated that some organizations use privacy laws as an excuse to not share data, when their real rationale for not sharing data is more connected with notions of competitive advantage or self-preservation. This section focuses on considerations to advance aspects of the legal and regulatory environment that continue to protect privacy and promote data security while reflecting the changing needs of an evolving public health data system. These include ensuring laws strike a balance between privacy and benefits of using data for public good, modifications to informed consent, and revisions to language in HIPAA’s Privacy Rule.

4.1 Key Action: Ensure laws strike a balance between the protection of privacy and benefits of using data for public good.

Privacy protections, particularly of personally identifiable information, are important for ensuring that individuals are not harmed by the inadvertent release of information. At the same time, overly restrictive privacy protections can be problematic for public health or other beneficial reuse cases, because data are either not released or not released in a way that would allow for maximum public benefit. How data are collected, stored, accessed, and analyzed have also evolved in recent years, and privacy laws have not kept pace with rapid advancements in health IT and data management, and vary considerably by state.

There is precedent for revisiting privacy laws to achieve a better balance between the protection of privacy and the benefits of data sharing. In 2020, legislation was passed related to 42 CFR part 2, which covers substance use treatment information. Substance use is the only condition that has its own privacy law, given potential ties to illegal behavior, but the lack of available data for reuse has made it difficult to address emerging public health concerns, such as the opioid crisis. Furthermore, because 42 CFR part 2 inhibited the sharing of information between providers, it was more difficult for individuals to receive comprehensive and wrap around services. Recent legislation was passed to bring this law closer in alignment to HIPAA, allowing the individual to give a one-time consent to share information about their receipt of treatment for substance use with covered entities and providers. The legislation also allows the data to be used with prescription drug monitoring programs, opening the door to state-level data systems.

Two potential challenges will need to be addressed in current privacy laws to achieve a balance between privacy and benefits of data reuse. The first is that state privacy laws, which supersede federal regulations, vary considerably with respect to privacy and data reuse. The second relates to emerging laws governing what Nicholson and colleagues have termed “shadow health records,” which are “collections of health data outside the health systems that provide detailed pictures of individual health.”
**4.1a. Consideration:** State laws vary considerably with respect to privacy and reuse, making coordination with public health difficult.

Federal regulations may be superseded by more stringent state and local privacy laws.¹¹⁷ Knowing whether and how data can be shared with public health or reused for public benefit can be difficult given the stacked nature of federal, state, and local privacy laws. Particularly challenging is that state privacy laws vary considerably in the degree of privacy protections afforded. For example, some states’ laws lack specificity about who can access data, do not address secondary disclosures of information, and do not address or take into consideration the use case of the data being obtained.¹¹⁸,¹¹⁹ On the other end of the spectrum, some states’ privacy laws are written in a way that limits the ability of public health to exchange identifiable information across jurisdictions.¹¹⁸,¹¹⁹ While the lack of specificity around data access and reuse poses a potential privacy risk in some states, other states have developed privacy protections so stringent that the law is obstructing public health activities.

The Model State Public Health Privacy Act of 1999 was developed to help states provide “strong privacy safeguards for public health data while preserving the ability of state and local public health departments to act for the common good.”¹¹⁸ The extent to which states leveraged this model act in the development of their own privacy protections is not clear, and the model act is specific to the protection and use of a more narrowly conceptualized set of data than are available today. Regardless, it establishes a framework and language for achieving this critical balance between privacy and reuse that may be helpful in the current day as state and local jurisdictions revisit statutes governing the protection of health data.

**4.1b. Consideration:** While emerging laws governing “shadow health records” provide privacy protections, they could negatively impact the reuse of such data for public health.

As noted above, “shadow health records” describe collections of health data that have been de-identified and are no longer protected by HIPAA but provide enough information that through ‘big data’ analytics and methodologic advances can be combined with other unprotected data to provide fairly comprehensive pictures of individual health.¹¹⁶ This practice essentially legally skirts existing privacy laws, in that HIPAA and other privacy regulations do not account for this type of technological advancement.¹¹⁶ The challenge is that these shadow health records can be used for commercial gain, or worse—malintent—but at the same time, could provide a promising opportunity for research, innovation, and public health practice that is not possible under current privacy laws.¹¹⁶

In response, Europe has implemented the General Data Protection Regulation (GDPR) that went into effect in 2018, and California recently passed the Consumer Privacy Act (CCPA) that went into effect in 2020.¹²⁰,¹²¹ Both laws attempt to extend privacy protections to shadow health records held by companies. GDPR, for example, requires companies to obtain consent, to collect and use only as much data as necessary, and prohibits processing of health data. GDPR does include an exception for “public interest in the area of public health” although the scope of this exception remains unclear.¹¹⁶ CCPA created notice and access requirements for businesses, and consumers can opt out of the sale of their information or request that certain information be deleted. CCPA has
exceptions for research in the public interest, but it is not clear whether this applies to organizations who would commercially benefit from the research.\textsuperscript{116} These laws have the potential to give individuals more control of the use of their data, but requirements like informed consent could have unintended consequences for equity. Given the resources required to collect consent from large numbers of individuals, industry, and in particular larger industry, may be able to obtain documentation more easily than academic, non-profit, or governmental sectors, resulting in unequitable access to health data.\textsuperscript{116} Given the potential value of such records for public health, emerging privacy laws at the federal, state, and local levels should aim to balance these concerns, clarify exceptions, and ensure that such data can be equitably accessed.

4.1c. Consideration: Consent processes specify what may be shared, with whom, and under what circumstances, but this level of specificity hinders data reuse.

Consent to treat (for the provision of medical care) and informed consent (for participation in research studies) provide information about benefits and risks of receiving care or participating in research, describe potential costs to the individual, and outline whether, when, and with whom information collected through the encounter will be shared. Because consent forms are often written for an explicit purpose, this level of specificity can hamper the reuse of health data by public health, even with existing exceptions to existing privacy rules.

It has been suggested that current consent processes could be modified to allow patients to “opt-in” to broader use of their data. If done well, this could promote transparency, give consumers greater control over their data, and alleviate some of the reluctance that providers and other organizations have around sharing data with public health and others for the purpose of public benefit. One challenge is that current consent processes do not discuss the potential value of reusing the data for public benefit. Beyond the legal and privacy considerations, successful implementation and adoption of a more generalized consent will also require narrative shifts around the value of such data for public benefit.

Use of plain language in the development of the consent form will be an important consideration to ensure that individuals can make an informed decision. Critiques of current consent procedures note that the process is more focused on legal protection of the organization seeking consent than ensuring the full understanding of the person from whom consent is being sought. Legal jargon, limited opportunity to meaningfully review and seek clarification before signing, and availability of consent forms in a limited number of languages contribute to this challenge.

One example of this type of consent comes from the technology field, where companies ask individuals to directly authorize providing technology-related data for public benefit through existing protocols like Oauth. Oauth, as noted earlier, is a protocol that allows users to authorize applications to interact with one another for purposes such as logging in to one application with credentials from another application.\textsuperscript{122} These technologies could provide a potential model from which to build a more general consent for data reuse process.
4.2 Key Action: Revise language in the Privacy Rule and other statutes to encourage sharing of identifiable data with public health.

Although many privacy laws allow the sharing of data with public health entities through public health exceptions, these exceptions are often ill-defined and differentially interpreted, resulting in decisions to err on the side of not sharing data for fear of violating those laws. Clarification around these exceptions, and consideration of whether public health agencies should become a covered entity to facilitate the flow of health-related data for public health practice, may be valuable. And while privacy rules differentiate between activities such as public health and research, neither is well defined and there is little recognition of the potential for overlap. In January 2021, the Department of Health and Human Services (HHS) released proposed modifications to the HIPAA Privacy Rule to support, and remove barriers to, coordinated care and individual engagement. The Office of Civil Rights developed many of the proposals related to privacy standards and considered the extent to which each proposed modification would impact privacy protections relative to the benefits of making PHI more available for coordination of care or case management. The modifications did not propose changes to the disclosure of such data to public health authorities.

4.2a. Consideration: The Privacy Rule of HIPAA includes an exception that allows disclosure to public health authorities authorized by law, but “authorized by law” is not defined in the Privacy Rule and is differentially interpreted.

The Privacy Rule of HIPAA specifies that a covered entity may not disclose personal health information without individual written authorization, or consent (Table 2). However, the Privacy Rule also allows for a series of exceptions, one of which is sharing data with “public health authorities authorized by law to collect or receive such information for public health purposes.” Because the Privacy Rule does not require that data holders share data with public health, but merely allows the sharing of data, organizations have been forced to grapple with what “authorized by law” means. The net result is that data holders have resisted sharing data and have placed the burden on public health authorities to demonstrate their legal right to access the data. Some federal agencies require statutory authority to be explicitly specified before they will release restricted or nonpublic data. Demonstrating this legal need requires resources and legal expertise that many local public health departments do not have.

It could be beneficial to revise the types of activities that can be classified as being done for “public health purposes.” Current statutory language classifies this as data for the purpose of preventing or controlling disease, injury, or disability. As the scope of public health evolves to proactively improve health and well-being more broadly and address inequity, an important consideration will be how to align the public health exception with the future needs of public health practitioners that extends beyond disease surveillance. It is also worth considering whether public health entities could become covered entities to facilitate the sharing of health data. Although public health departments that fall under the “health care clearinghouse” designation can be considered covered entities, this designation does not apply to all public health departments. Because larger, better resourced public health departments may meet this designation, this has the potential to widen gaps and inequities in data access between those communities that are more and less resourced.
Table 2. HIPAA law and public health data disclosure

<table>
<thead>
<tr>
<th>Covered entities</th>
<th>What is covered</th>
<th>When can public health data be disclosed</th>
</tr>
</thead>
<tbody>
<tr>
<td>• Health care providers</td>
<td>Protected Health Information (PHI): Contains individual identifiers including:</td>
<td>Covered entities are permitted but not required to disclose PHI without the individual’s authorization to public health authorities for public health needs including:</td>
</tr>
<tr>
<td>• Health plans</td>
<td>• Names</td>
<td>• Disease reporting</td>
</tr>
<tr>
<td>• Health care clearinghouses</td>
<td>• Social security numbers</td>
<td>• Vital events reporting</td>
</tr>
<tr>
<td>• Business associates of covered entities</td>
<td>• Photos</td>
<td>• Public health surveillance</td>
</tr>
<tr>
<td></td>
<td>• Addresses</td>
<td></td>
</tr>
<tr>
<td></td>
<td>• Any other reasonable basis to identify an individual</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>HIPAA exemptions may be superseded by more stringent state and local laws</td>
</tr>
<tr>
<td></td>
<td>Limited data sets: Can retain identifiers only in the form of:</td>
<td>After a data use agreement between the covered entity and the data recipient is established. Covered entities are not required to provide limited data sets.</td>
</tr>
<tr>
<td></td>
<td>• Location data</td>
<td></td>
</tr>
<tr>
<td></td>
<td>• Dates</td>
<td></td>
</tr>
<tr>
<td></td>
<td>• Ages</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>NOT de-identified data: aggregate data or data stripped of all identifiers</td>
<td>Not covered by HIPAA</td>
</tr>
</tbody>
</table>

4.2b. Consideration: Privacy laws differentiate between activities such as research and public health practice, but neither is well defined and there is little acknowledgement of the potential for overlap.

Another area of confusion within privacy statutes is that there are often separate exceptions for research and public health. However, regulations do not provide clear enough definitions or guidance on how to distinguish these activities. Particularly challenging is that both researchers and public health practitioners gain access and use data for health-related purposes, with the ultimate goal of improving health. This confusion was noted at the federal level in a recent HHS report that noted “Although ‘research’ and ‘public health’ are defined in statute... There is a disconnect with how ‘research’ and ‘public health’ are interpreted from one agency to the next [in the HIPAA Privacy Rule]. This causes frustration and dissimilar outcomes across the department” (p. 17).¹²⁵

In 2004, CSTE provided a clarification, which could be potentially helpful, where public health practice was defined as “the collection and analysis of identifiable health data by a public health authority for the purpose of protecting the health of a particular community” (p. 16).¹²⁶ Research was defined as “the collection and analysis of identifiable health data for the purpose of generating knowledge that will benefit those beyond the participating community who bear the risks of participation” (p.15).¹²⁶ This distinction could be potentially beneficial for communicating to individuals about the value of sharing health data. It is not known, for example, whether individuals
would be more willing to consent to the reuse of their health data if they knew the data were being used to promote the health of their community, where the benefits could be more directly felt. However, the word ‘community’ in this definition would need to be clarified to specify whether it refers to a geographically bound region, or groups of people bound together by shared characteristics, health factors, or lived experiences. As the definition of community expands to groups of individuals with shared characteristics, the lines between research and public health again begin to blur.

Conclusion

This white paper laid out practical challenges to achieving a modern, equity-oriented public health data system related to entrenched interests, legacy systems, antiquated data collection processes, cost, lack of standardization and interoperability, privacy and legal protections, lack of trust, and public health workforce capabilities. Such challenges have resulted in many shying away from true systems transformation, and instead opting to work around the edges. However, scrapping our current data system and starting over is both unreasonable and impractical. This paper offers a number of key actions and considerations that could serve as important levers in an evolution of the public health data system related to governance and data stewardship, data sharing, access and interoperability, and privacy and security that could inform meaningful transformation. Important work, both within and outside the public health system, is currently underway to tackle many of these challenges, but significant work remains, and difficult decisions and trade-offs lie ahead. It is also becoming increasingly clear that public health cannot do this alone—the success of our nation’s public health data system will rely on the active involvement of diverse sectors and systems to help figure out how to design a modern, equity-oriented public health system. In the final paper of this series, Who and What Next?, we describe potential roles for each sector in achieving this vision.
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Introduction

These white papers, collectively developed for the National Commission, outline a series of key actions and critical considerations for transforming the public health data system into one that meets the principles in the preamble—that is agile, can connect multiple forms of data, translate those data into information and insight, and is fully equipped for the opportunities and challenges of the 21st century. Critical to the success of this public health data system is a focus on equity in the content and structure of data, how data are used to address systemic inequities, and the engagement of diverse stakeholders in the access to and use of data for decision-making—all with attention to issues of power, marginalization, and justice.

COVID-19 and the current national awakening about social inequities provide a long overdue moment in which national consciousness may have been “switched on” about health; as such, the public health data system modernization must be different in its ambition to capitalize on that momentum (Figure 1).

Figure 1. Forcing factors in motivating public health data system transformation

Data system does not fully capture production of health, well-being, or equity

Data system not able to handle a mix of data in ways that support decision-making

Data system not able to integrate new information and adapt to emergent threats (e.g., COVID-19)

Harmed by limited use of real-time data, concerns about privacy, structures that do not consider adaptive governance
There is an urgent opportunity to not only pursue data modernization as we have in the past, importantly addressing issues of data content and quality and evolving data infrastructure. But it is also a time to take the more system-minded and transformation-minded\(^a\) approach, which values a more purposeful look at what we are measuring and what health values for the nation these data choices are transmitting, how equity is centered and consistent across sectors, and how the public health data system embraces equity as both an ends and a means in its vision. While the general goals of improving health and well-being are important, this is a time for laser-focused specificity to help diverse sectors and stakeholders see more clearly how health contributes to the hope, promise, and potential of the nation. As noted in the preamble and throughout the prior white papers, this is a time for public health to crystallize a “moonshot” or a more ambitious north star to provide clear goals for health, well-being, and equity, which focuses on positive health and thriving. This shared vision can help sectors and stakeholders accelerate action, commit to the process of transforming the public health data system through their own work, and join forces to amplify impact. In this final paper of this series, we review key gaps and actions identified in earlier papers, discuss opportunities for sectors and stakeholders to catalyze action around this vision, and provide insight into windows of opportunity, given federal and other national actions, which may accelerate such transformation.

---

Revisiting Key Actions

Earlier white papers laid out a series of key actions that address gaps in the current public health data system (Table 1). Collectively, these actions present an opportunity to reflect on how a transformed public health data system could, and should, be more intentional about equity throughout all aspects of the public health data system. Equity continues to be a difficult concept for many to fully understand in part because it represents both a process and an outcome, and includes various types of equity, as noted in the Why? paper. Equity matters not just for the types of data that are collected, but who is included in the public health data system, whether the nation and communities can collect and present data on heterogeneous populations that have diverse cultures, languages, and lived experiences (as opposed to lumping diverse populations together, masking important differences), and who has access to those data to support sense-making and action, particularly at the local level. Although these objectives appear seemingly straightforward, achieving and sustaining them will require the innovation, support, and collective action of diverse sectors, systems, and populations represented within these data.

---

\(^a\) System-minded means “seeing the system as a system, understanding system dynamics, and then shaping intentions, decisions, and actions in terms of this new perspective.” Transformation-minded means “shaping intentions in terms of deeply transformed system behavior, and framing success in terms of system level transformation, shaping the new types of agency and action that will actually result in the system veering towards altered states.” Adapted from an interview with Banny Banerjee, Stanford University ChangeLabs from an article by Leonard Teichert, Medium 2019.
Table 1. Key actions for a modern, equity-oriented public health data system (from Why?, What?, and How? papers)

<table>
<thead>
<tr>
<th>The equity orientation in the modern public health data system (Why?)</th>
</tr>
</thead>
<tbody>
<tr>
<td>• A modern public health data system should be more intentional about factoring in different types of equity to truly make progress on health equity.</td>
</tr>
<tr>
<td>• Given the multiple dimensions of equity, revisit how equity is presented in current equity-based datasets.</td>
</tr>
<tr>
<td>• The public health data system needs to be actively reoriented to facilitate agency by actors and sectors.</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>The content of data to prioritize in a transformed public health data system (What?)</th>
</tr>
</thead>
<tbody>
<tr>
<td>• Ensure the public health data system promotes national, regional, and local data alignment, using a parsimonious set of core public health measures, and with attention to consistent use of new forms of public health data.</td>
</tr>
<tr>
<td>• Assess whether the content of public health data currently prioritizes and facilitates timely, proactive, and evidence-based decisions going forward.</td>
</tr>
<tr>
<td>• Efficiently and ethically use the growing volume of public health data across sectors.</td>
</tr>
<tr>
<td>• Clarify the appropriate level of precision and granularity of public health data needed for public health practitioners, policymakers at different levels, and the public to make informed and timely decisions.</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>The design of the modern public health data system (How?)</th>
</tr>
</thead>
<tbody>
<tr>
<td>• Develop a governance structure that is equitable, leverages the diversity of data across sectors, supports timely decision-making at multiple levels, and builds in adaptive capacity.</td>
</tr>
<tr>
<td>• Consider the need for an independent, trusted convener, who or which can bridge sectors to facilitate development of an equity-oriented data system.</td>
</tr>
<tr>
<td>• Revise principles of data stewardship and data governance to keep pace with rapidly emerging technologies for data collection, analysis, and reuse.</td>
</tr>
<tr>
<td>• Ensure that equity remains a guiding principle in data sharing efforts.</td>
</tr>
<tr>
<td>• Increase participation in data sharing efforts.</td>
</tr>
<tr>
<td>• Identify appropriate models for information exchange.</td>
</tr>
<tr>
<td>• Strengthen interoperability of data systems.</td>
</tr>
<tr>
<td>• Ensure laws strike a balance between the protection of privacy and benefits of using data for public good.</td>
</tr>
<tr>
<td>• Revise language in the Privacy Rule and other statutes to encourage sharing of identifiable data with public health.</td>
</tr>
</tbody>
</table>

The section that follows reviews opportunities for stakeholders to leverage their expertise, reach, reputation, and resources to meaningfully transform the public health data system to one that not only tracks health and well-being but also one that can support and inform proactive and dynamic solutions to current and emerging health priorities.
A Call to Action

The recognition that the current U.S. public health data system is no longer sufficient for our emerging needs, coupled with a renewed interest in data transformation efforts, and a realization that the necessary changes are not going to come about by working incrementally or around the edges, motivates a galvanizing call to action. While there are quick wins ahead, true transformation will require meaningful engagement of diverse sectors, and an authentic commitment to tackling tougher issues that challenge the way U.S. public health leaders and collaborators work together, a collaboration that generally has eluded the nation. How this is approached offers an important set of questions.

- Given that the nation’s chronic and infectious disease burden has exposed economic and social frailties, and that our collective mental health challenges remain at crisis levels, what is the nation’s commitment to public health?
- How does the public health data system move beyond a reactive one to a proactive one, better aligned with the requirements for 21st century public health action?
- How do we strengthen the alignment of priorities and incentives so that all sectors and stakeholders are pushing in the same direction with respect to using data to inform policy and action?
- In addition to incentives, is there a need for something akin to a public health compact for the 21st century, for which all sectors that influence health sign on to streamline the collection, analysis, and dissemination of health data?

Below, we offer high level considerations for a diversity of sectors. These are not intended to be exhaustive or final recommendations, but rather a list of ideas for sector-specific contributions that envelop a different type of shared public health compact or national agenda. It is expected that while such ideas may inform the development of Commission recommendations, the final recommendations will flow from the vision and structure of a modern, equity-oriented public health data system, which will be more fully articulated by the Commission though its deliberations. Unless otherwise specified, considerations are not only tied to the health part of government or the private sector, but, again, build from the more holistic definition of public health offered in the preamble (e.g., inclusive of sectors such as education and transportation).

These considerations are organized into four categories mapped to the thrusts of the preamble and three other papers—narrative; equity orientation; data content; and governance, partnership, and coordination—as action in each of these areas is needed for coherence and movement.
Federal government

Over the first few months of 2021, President Biden issued a number of executive orders, passed plans to support critical infrastructure, and established working groups that signal a commitment to strengthening the public health data system (Table 2). COVID-19 amplified the potential power of the federal government both in the need for consistency of public health information and the expectations around the roles of federal government for unpacking and addressing structural inequities. Despite this promise, how these investments will ultimately play out at the federal, state, and local levels is unknown, and activity is underway across federal agencies (e.g., health, education, justice) on how to operationalize and implement many of these activities. The federal government has an opportunity in this push for modernization and equity orientation, through these types of considerations:

- **Narrative**: Prioritize a smaller set of public health measures for a more unifying and inspiring national health vision, which are regularly described in federal communications, including those not typically seen as “health,” thereby ensuring a focus on other sector impacts and the connection to health.

- **Equity orientation**: Advance efforts to rebuild trust in public health data, both in how data are explained and illuminate longstanding systemic inequities and in how diverse groups communicate public health information.

- **Data**: Integrate standardized expectations about data collection, presentation, and disaggregation in federally-funded data collection efforts, including subgroup analyses and equity contextualization.

- **Governance, partnerships, and coordination**: Ensure that the bold ideas and systems transformation embedded in this orientation to the future public health data system are operationalized through a combination of policies, funding mechanisms and priorities, and guidance to state and local agencies. Develop principles for equitable data access to ensure that a diverse group of stakeholders can utilize and leverage federal data for decision-making. Strengthen public health infrastructure, including data infrastructure, through critical financial investments.
Table 2. 2021 Federal government activities related to equity and the public health data system (selected)

<table>
<thead>
<tr>
<th>Type</th>
<th>Opportunities for public health data system transformation</th>
<th>Summary</th>
<th>Cost or Scope</th>
</tr>
</thead>
<tbody>
<tr>
<td>Executive Orders</td>
<td></td>
<td>Order to gather data that is disaggregated by race, ethnicity, gender, disability, income, veteran status, or other key demographic variables to advance equity.³</td>
<td>Focus on federal data structures</td>
</tr>
<tr>
<td>Executive Orders</td>
<td>Executive Order On Advancing Racial Equity and Support for Underserved Communities Through the Federal Government: Equitable data working group</td>
<td>Order to gather COVID-19-related data that is disaggregated by race, ethnicity, gender, disability, income, veteran status, or other key demographic variables to ensure an equitable pandemic response.²</td>
<td>Focus on COVID-19-related data</td>
</tr>
<tr>
<td>Legislation</td>
<td></td>
<td>Order to expand coverage and resources for health insurance coverage and improve access to mental health services and community-based programs that address social determinants of health (SDOH).³</td>
<td>Specific to the 2021 and 2022 health insurance marketplace</td>
</tr>
<tr>
<td>Legislation</td>
<td>American Rescue Plan</td>
<td>Legislative language to improve infrastructure in rural areas, including work to deliver clean drinking water, a renewed electric grid, and high-speed broadband to all Americans.⁴</td>
<td>Over $300 billion in investments</td>
</tr>
<tr>
<td>Legislation</td>
<td>American Jobs Plan</td>
<td>Legislative language to coordinate across the Centers for Disease Control and Prevention (CDC) to incorporate social determinants of health into grants and activities, award states, local, territorial, and tribal health agencies to address SDOH in target communities, award grants to nonprofit organizations and institutions of higher education to conduct research on SDOH best practices, coordinate and align SDOH activities with other agencies, and collect and analyze data related to SDOH activities.⁵</td>
<td>Coordination among all CDC programs and $50 million annually for program activities</td>
</tr>
</tbody>
</table>
### Opportunities for public health data system transformation

<table>
<thead>
<tr>
<th>Type</th>
<th>Summary</th>
<th>Cost or Scope</th>
</tr>
</thead>
<tbody>
<tr>
<td>Working Groups/Commissions</td>
<td>Establish an Interdepartmental Health Equity Collaborative (IHEC) Data Workgroup that includes experts engaged in data activities and data policies that address social determinants of health and health disparities. The goals of the group are to identify existing policies and practices for improving access to data and use of data in support of policy development and to promote data projects and applications that address social determinants of health and support efforts to advance health equity.</td>
<td>N/A</td>
</tr>
<tr>
<td>Working Groups/Commissions</td>
<td>The Health and Human Services (HHS) Secretary’s Advisory Committee on National Health Promotion and Disease Prevention Objectives for 2030 was a federal advisory committee responsible for making recommendations for developing and implementing the national health promotion and disease prevention objectives, known as Healthy People 2030; this work is ongoing and now focused on implementation.</td>
<td>National, state, and local</td>
</tr>
<tr>
<td>Working Groups/Commissions</td>
<td>Appalachian Regional Commission funding to promote economic development, education, health care access, and physical infrastructure in distressed Appalachian communities.</td>
<td>$10 million annually in support</td>
</tr>
<tr>
<td>Working Groups/Commissions</td>
<td>Delta Regional Authority funding in public and transportation infrastructure, as well as business and workforce development, in rural communities in the Mississippi River Delta region.</td>
<td>$30 million annually in support</td>
</tr>
<tr>
<td>Working Groups/Commissions</td>
<td>Area Health Education Centers (AHEC) funding and support to train future and current rural health professionals, addressing the educational and access needs of rural communities, including the Alaska Center for Rural Health and Health Workforce offers K-12 pipeline programming in health career education.</td>
<td>$28 million annually in support</td>
</tr>
<tr>
<td>Type</td>
<td>Opportunities for public health data system transformation</td>
<td>Summary</td>
</tr>
<tr>
<td>----------------------</td>
<td>------------------------------------------------------------</td>
<td>--------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------</td>
</tr>
<tr>
<td>Funding Opportunities</td>
<td>Federal agencies funding rural SDOH programs</td>
<td>CDC grants to address SDOH, including Racial and Ethnic Approaches to Community Health (REACH) program in areas such as neighborhood infrastructure, food access, and access to opportunities to increase physical activity.⁷</td>
</tr>
<tr>
<td>Funding Opportunities</td>
<td>Federal agencies funding rural SDOH programs</td>
<td>U.S. Department of Housing and Urban Development funding to support rural affordable housing and housing quality initiatives, such as the Rural Capacity Building for Community Development and Affordable Housing Program.⁷</td>
</tr>
<tr>
<td>Funding Opportunities</td>
<td>HHS funding for data interoperability for SDOH</td>
<td>Office of the National Coordinator for Health Information Technology (ONC) support to address collection, access, exchange, and use of SDOH data through funding opportunities such as the Leading Edge Acceleration Projects (LEAP) in Health Information Technology by advancing health IT standards and tools to improve social determinants of health data exchange and research.⁸</td>
</tr>
</tbody>
</table>

**State government**

Although federal policy and federal funding can shape a new vision of a modern, equity-oriented data system, state governments hold immense power to reinforce these signals or to counter them through their own customized policies and resource allocation decisions. Within the COVID-19 pandemic, for example, states varied considerably on the types of data collected and the ease at which those data were accessible to and shared with decisionmakers across the state working to develop a localized, coordinated response. State governments also commonly have a workforce with a more diverse expertise, including those that are highly skilled at data manipulation and informatics, which is often not available at local levels. State governments, as a result, can play a critical role in the evolution toward and sustainment of, an equity-oriented public health data system through these types of opportunities:
• **Narrative**: Align approaches to data translation into *information* and *insight* (see Principle 1, preamble)—in short, what the knowledge generation process looks like over time for state trend analysis and how data are equity—contextualized at the state versus local or national levels.

• **Equity orientation**: Assess existing state policies related to data collection, sharing and privacy through an equity lens, and consider modifications to strengthen the public health data system.

• **Data**: Develop processes that allow local stakeholders to easily access relevant data at a level of disaggregation that is useful for local decision-making and for supporting special populations in the state.

• **Governance, partnerships, and coordination**: Partner with local health departments, and departments that provide health data (e.g., social services) to consider new models of working together to improve efficiency and timeliness of decision-making at the state and local levels.

### Local government

The governance capacity for counties, cities, municipalities, and tribes varies significantly based on population size and resources. Despite this variability, however, each represent local populations and interests and are tied to local systems and sectors like education, social services, law enforcement, health care, and business, all of which have potentially important roles to play in ensuring that relevant data are collected that signal the health and hope of the community. Although connections across systems also occur at the state and federal level, local government may spearhead collaboration and the development of locally tailored solutions to addressing both emerging and longstanding needs (see Figure 3, preamble). Local government is in the best position to ensure that the community is reflected in the public health data system and an increasing number of localities have made commitments to address equity in their community through policies, the establishment of equity offices, or the declaration of racism as a public health issue. The strengthening of the public health data system could be further supported by the following:

- **Narrative**: As with federal government efforts on national health messaging, regularly connect public health data to local communications (e.g., what is happening in the community and how it relates to overall community well-being) above and beyond that from the local health department.
- **Equity orientation**: Ensure local voices are represented not only in the data itself (e.g., from whom data are collected), but in positions of authority responsible for sense-making and local decision-making based on the data.
- **Data**: Share relevant data freely across agencies within the government (e.g., infrastructure, economic development, social services) to inform a more complete and robust understanding of emerging needs and potential solutions.

---

b An **equity lens** is defined in these white papers as any approach for analyzing the equity impact of actions on people or places, with attention to those historically marginalized, as well as the process of addressing any structural or systemic barriers to the opportunity to be healthy (*adapted from multiple sources*).
• **Governance, partnerships, and coordination:** Explore data sharing collaborations across government and civil society (e.g., nonprofits, businesses) that can more consistently generate data to support contextual equity considerations. Strengthen local public health infrastructure and workforce capabilities through innovative models that leverage expertise from research and industry.

### Health care systems

In large part due to Center for Medicare and Medicaid Services (CMS) initiatives, health care systems have increased the collection of data on social determinants of health and other “non-clinical” factors that influence health, at the individual levels primarily. However, the motivation for collecting such data is largely one of cost savings and improved care coordination. Willingness to share data is often met with reluctance, in large part due to a lack of clarity in the Health Insurance Portability and Accountability Act (HIPAA) and other state laws governing data sharing. Although privacy laws do allow data sharing with public health, health care systems often put the onus on public health to demonstrate need. Data from health care systems also tend to lack critical information on race, ethnicity, and other characteristics. Although health care systems do sometimes share data with community partners, in general a strong and universal commitment to sharing data for the public good has not occurred. A major challenge to overcome is the misalignment of incentives: sharing data that would improve population health has the potential to lower revenue for many health systems, particularly those using fee for service models. At the same time, as payment reform models increasingly value quality over quantity, these incentives may become more aligned. Health care could be a powerful ally in a strengthened public health data system through these types of opportunities:

• **Narrative:** Support a health vision that prioritizes the production of health or positive health outcomes, and not simply prevention of disease.

• **Equity orientation:** Collect (or update/confirm) social determinants of health data at every consumer encounter, using standardized questions that allow data aggregation within communities. Connect these data on individual social needs (e.g., housing), with structural inequities confronted by consumers (e.g., neighborhood characteristics, trauma exposure, experiences of discriminatory policies) in order to offer the community (or region) usable information on distributive and contextual equity.

• **Data:** Collect demographic information, in sufficient detail, for every consumer encounter, including primary care, specialty care, and laboratory services.

• **Governance, partnerships, and coordination:** Overcome historic siloes and build partnerships to facilitate sharing of relevant health care data with public health departments in a timely and efficient manner, in a way that allows for data linkages and disaggregation of subgroups and geographic regions.

### Philanthropy

Philanthropic organizations, whether national or regional in reach, can play an important role in helping to catalyze a modern, equity-oriented data system. Although philanthropy cannot, and should
not, underwrite the full scope of data modernization efforts, these organizations may offer strategic and catalytic investments to support methodologic advancements, or deeper dive thinking on critical issues that have served as important barriers to true data system transformation. Through grantmaking, philanthropic organizations can help guide a national or regional agenda, by signaling important gaps and needs worthy of additional attention (e.g., positive health and well-being, structural inequity data). Philanthropy can serve an important convening function, bringing together diverse stakeholders to share ideas, challenge norms, and generate new solutions, and to share and support the spread and uptake of evidence-based solutions. Philanthropy could support these types of opportunities:

- **Narrative**: Advance the benefits of measure and data parsimony and the need for a national, unifying health goal that can be well-understood and executed, with a focus on positive health, equity, and well-being.
- **Equity orientation**: Leverage convening and funding opportunities to meaningfully engage nontraditional partners, including non-health sectors and diverse community members. Ensure there is a priority on the role of historically marginalized populations in data decision-making.
- **Data**: Align investments to minimize duplication of funded efforts and leverage overlapping interests specific to the public health data system.
- **Governance, partnerships, and coordination**: Focus funding on the processes of using critical systems approaches, governance strategies, and disaggregation to advance thinking on complex sticking points of data system transformation. This is particularly important in addressing issues of how technology upgrades align with data needs, how data are accessed and translated, and how data are tied to other accountability mechanisms.

### Technology companies

Over the past decade, the world has observed a growth in technology companies’ interest in health, with the expansions of smart phones, use of wearable devices, and application of medical devices (the Internet of Bodies). The amount of health data that is collected on individuals and populations on a daily basis is astounding (see What? paper). Very little of these data, however, are consistently used to identify emerging health needs for the public good or to inform local decision-making. Technology companies also have a wealth of talent, attracting top candidates in informatics, ‘big data’ analytics, and data security, and are often at the cutting edge of new technologies and approaches to finding signal value within vast amounts of data. At the same time, there is a larger political and societal question about the role of big technology companies like Google, Facebook, and Twitter. Current Congressional hearings and other federal policy discussions are grappling with important questions such as how technology companies should behave and what their role in society should be. These conversations and philosophical questions may open a new door, previously less available, for companies to be more willing to leverage their data, resources, and expertise for public good, and to become powerful allies in crafting a modern, equity-oriented data system through these types of opportunities:
• **Narrative:** Work with government partners and other organizations to develop standards on which health data are communicated, particularly as it is translated into information and insight, and reinforces data integrity and credibility.

• **Equity orientation:** Engage in more consistent workforce exchanges with public health organizations to cross-pollinate innovations in health data content and application. Emphasize workforce exchanges to increase the leadership of underrepresented communities and populations.

• **Data:** Supplement on-the-ground capacity with new models of public-private partnerships or cooperative agreements that augment the quality and precision of data content and use.

• **Governance, partnerships, and coordination:** Commit to consistently share certain data with public health and feed relevant data into national datasets that may improve the agility, timeliness and comprehensiveness of our national data and signal emerging public health concerns. Foster innovation related to data integration, ‘big data’ analytics, and data security and adoption of existing methods currently in use by technology companies.

**Nonprofit/Community-Based Organizations**

Nonprofits and community-based organizations work directly with community members and provide a strong on-the-ground understanding of the existing and emerging health needs of the community. Many also bring a unique perspective and understanding of equity, including lived experiences and missions that are working to offset the impacts of intergenerational structural and systemic inequities within communities. Nonprofits and community-based organizations serve as an outlet for local voices in the community, both through work that may lift up community voice, or as part of organizational leadership structure. As trusted institutions in the community, nonprofits often are an important link to populations, which have been marginalized or harmed by research, policies, or programs. These organizations can provide insight into rebuilding trust and increasing local participation in the data collection, sense-making, and decision-making processes. If authentically engaged, nonprofits and community-based organizations can be important partners in a modern, equity-oriented data system through these types of opportunities:

• **Narrative:** Lift up community voice and perspective through the active engagement of not only data collection activities (e.g., what is collected and from whom), but also sense-making and decision-making to ensure that data reflect community context and priorities.

• **Equity orientation:** Build trust in data as a public good, voicing concerns (e.g., around privacy or how data will be used) and support the development of solutions that address such concerns to ensure that such data do not further marginalize or bring harm to populations.

• **Data:** Identify priority sources of data from national nonprofits that can feed into the public health data system consistently, both nationally and through local affiliates.

• **Governance, partnerships, and coordination:** Work locally to develop data sharing strategies with government, where appropriate and where there is health benefit, reciprocity, and equitable access.
Professional associations (e.g., NACCHO, ASTHO, NASEM)

Professional associations, including scientific organizations such as the National Academies of Sciences, Engineering and Medicine (NASEM), are trusted organizations and often the go-to place for information and resources among members. Even for organizations not formally affiliated with a specific member association, professional associations can serve as a resource through dissemination of information, briefs, issue statements, and other resources that are put in the public domain. For instance, the National Academy of Medicine (NAM) recently produced an analysis of lessons learned from COVID-19 for future public health infrastructure. These dissemination channels coupled with member organizations spanning regions, states, or the nation, can be an asset for ensuring that information is disseminated quickly. Professional associations are comprised of relevant stakeholders, who bring a diversity of expertise that could be leveraged to establish a set of standards of practice, as well as standardization of measures and data collection approaches that are relevant, feasible, and sustainable. With these assets in mind, professional associations could fill an important role in the transformation towards a modern, equity-oriented data system through the following types of opportunities:

- **Narrative**: Educate members about the importance of public health data, and data for the public good, as a powerful tool for decision-making.
- **Equity orientation**: Develop national standards for ensuring equity is reflected in public health data collection, sense-making, and decision-making efforts, including standardization of how demographics are collected and the types of data that should be uniformly collected.
- **Data**: Develop strategies to improve data completeness and quality, particularly with respect to equity and drivers of health, hope, and well-being.
- **Governance, partnerships, and coordination**: Actively work with professional associations from other sectors that influence health (e.g., education, social services, environment) to align efforts, particularly around standardization to minimize variability across sectors that impedes data sharing and health sense-making at a local level.
Schools of public health and policy

A critical question surrounding a modern, equity-oriented data system is whether the public health workforce has the skills and capacity to leverage a more robust data system. While efforts like the Association of Schools and Programs of Public Health (ASPPH) Framing the Future\textsuperscript{12} outlines the next stage of public health education focused on new capacities needed for the field, it is unclear how much the skills around data—from equity orientation to knowing how to translate data into information and insight—actually have been realized. For instance:

- Is the current workforce pipeline generating graduates steeped in an understanding of equity and the multi-faceted and multi-generational impacts on health?
- Are graduates taught to then apply that understanding to meaningfully engage with those who can partner on sense-making and decision-making activities to ensure those perspectives are not lost?
- Does student training include training on how to balance the precision of research with more rapid sense-making with data that may be necessary in a public health emergency and for which data may be less precise?
- Does student instruction include a value on the diversity of public health data, including qualitative data and authentic lived experiences of those within the community in which they will be working?

Similar questions can be posed of faculty and researchers, who have an opportunity at this point to assess their own biases and approaches to working and consider ways in which their work could contribute to a modern, equity-oriented public health data system. Further, this is not about just schools of public health, but other allied fields, including schools of public policy.

- **Narrative:** Shift orientation away from monitoring and reporting of risk factors and disease outcomes towards one that promotes positive health, hope, and well-being.
- **Equity orientation:** Help students monitor and evaluate structural and systemic inequities and understand what data systems must include that signals improvements in those inequities.
- **Data:** Train students at schools of public health and public policy about decision-making under deep uncertainty,\textsuperscript{c,13} as well as sense-making from diverse data sources, some of which may be incomplete or evolving during public health emergencies.\textsuperscript{14-16}
- **Governance, partnerships, and coordination:** Train the next generation of public health practitioners and researchers to meaningfully partner with local stakeholders, and to value lived experience and community expertise as much as formal training.

\textsuperscript{c} Deep uncertainty refers to the level of uncertainty of the event itself or to the level of uncertainty we have about our own knowledge. Deep uncertainty relates to a situation in which events (e.g., catastrophic) cannot be addressed by assigning probabilities to its occurrence.
How Far Away Are We?

The white papers offered key actions needed for full modernization and called out a wide range of efforts, innovations and collaborations that are underway. With all this activity, it is reasonable to ask, how far away are we really from achieving this vision?

The answer depends, in part, on what aspect of the system we are considering (see Figure 2). Perhaps the biggest challenge is that of governance, where the chasm between where we are and where we want to be is both wide and deep. Governance is critical to this effort if we are aiming for true transformation, as it signals the development and alignment of policies across sectors and federal, state, and local levels that support data sharing and use, and the establishment of robust collaborations that connect public and private activities for public good. The current distributed public health system is comprised of thousands of different organizations, and this number will only increase as data from other sectors is used for public good. Underpinning the governance issue are several fundamental questions: who is responsible, what are they responsible for, and what authority do they have to implement that responsibility? In other words, whose job is it to ensure that all of the fish in the ocean are swimming in the same direction?

The current system is quite misaligned with respect to workforce capabilities and infrastructure needed to be able to harness both new and older forms of data and to translate that into information and insight that is equity contextualized. Here it is important to call out the ongoing defunding of public health infrastructure, which has resulted in legacy systems that fail to meet current and future needs and has stripped many public health departments of staff and resources. As noted in the preamble, a transformed public health data system must sit upon a modern public health system, which recognizes the health needs of the future. Achieving a modern, equity-oriented data system is going to require widespread acknowledgement of what is actually driving health and well-being in the community today, what is that “moonshot” that fulfills American’s health promise and not merely disease mitigation and cost containment, and what investments in both workforce and infrastructure will be necessary to achieve this vision.

Finally, a public health data system that meets the key system principles required for a modern, equity-oriented public health system (described in the preamble and in the right box of Figure 2 below) has to be able to capture both positive health outcomes and structural and systemic inequities. Although we still have far to go, current efforts working to address these measures and data gaps are underway. It will be important to acknowledge, however, that while the development of measures and strategies to collect data to populate those measures are critically important, this comprises only one aspect of a public health data system. To implement the use of new measures, but not address gaps in infrastructure and workforce, and ignore systems-level governance considerations will fall well short of achieving a modern, equity-oriented public health data system.
Figure 2. How far away are we from achieving a public health data system that meets key principles?

A public health data system that meets key principles

- Supports sense-making and decision-making
- Includes agility to respond to emergent conditions
- Supports agency among a diversity of actors and sectors
- Considers all factors—biomedical, structural, social, cultural—that drive public health improvement
- Includes measures of positive health and well-being
- Captures processes by which health inequities have occurred
- Balances data comprehensiveness and parsimony

<table>
<thead>
<tr>
<th>Governance</th>
<th>Workforce and Infrastructure</th>
<th>Measures and Data</th>
</tr>
</thead>
<tbody>
<tr>
<td>Need to develop and align</td>
<td>Need to train and consistently support</td>
<td>Need to better capture</td>
</tr>
<tr>
<td>Policies that support data use and coordinate health information across federal, regional, local levels</td>
<td>Staff and structures able to harness older and new forms of data, and translate into usable information and insight that is equity-contextualized</td>
<td>Positive health measures Structural and systemic inequities</td>
</tr>
</tbody>
</table>
Considerations from Systems Implementation Research that Can Inform a Path Forward

Although the Commission is not tasked with developing implementation guidance, consideration of how such recommendations may be implemented can inform their development, increasing the likelihood that the recommendations will achieve the intended result. A growing body of implementation research, particularly at the programmatic and policy levels, uses process theories or implementation theories to explain factors that facilitate or impede implementation. These theories and frameworks tend to focus on factors at the leadership, practice, resource, systems, and community levels that either facilitate progress and successful outcomes or impede results. Table 3 summarizes some of the key features identified in these theories as important for systems change implementation efforts. Some of these features come from the Stewards of Change, Human Service Systems 2.0 Framework, while other features are cited in systems change literature. These features are critical reminders of necessary components for effective implementation of systems change.

Table 3. Key features in systems change implementation for Commission consideration

<table>
<thead>
<tr>
<th>Key Features</th>
</tr>
</thead>
<tbody>
<tr>
<td>A governance structure clarifies the purpose of data and how data are translated into sense-making, decision-making, performance, and accountability.</td>
</tr>
<tr>
<td>Policies and plans manage silo problems (e.g., lack of connection, communication).</td>
</tr>
<tr>
<td>Workforce development and training is well-aligned to the timing and pace of system changes.</td>
</tr>
<tr>
<td>A technology framework aligns with systems changes (e.g., updates in technology map to updates in the overall system mission and functions).</td>
</tr>
<tr>
<td>Systems level change management considers social context, and how individuals in that system learn to change over time (i.e., using social learning theory, active sense-making processes as different parts of system changes take root).</td>
</tr>
</tbody>
</table>

In addition to the features in Table 3, there are two other considerations for the Commission in terms of how the entirety of the public health data system transformation should be viewed. First, the public health data system should be viewed as a Complex Adaptive System, rather than trying to shoehorn something more linear. A complex adaptive system is a “a dynamic, self-similar collectivity of interacting, adaptive agents and their artefacts.” Said more operationally, when trying to address complex challenges with a vision of big scope, such as health, hope, and well-being, the systems change plan must squarely address issues of interconnectedness, diffusion of authority, and systemic uncertainty. The interconnectedness comes from the multiple sectors and actors; the diffusion emerges from the tiered approach to public health from national to local; and the uncertainty is core to a system that seeks to be more agile and adaptive, as well as proactive rather than reactive. In addition to these complexities for data system change is that health is intrinsically connected to notions of personal responsibility, social values, and human rights, which add
complexity to many of the equity and ethical choices noted in prior papers regarding systems design for whom and by whom.

A second point for the Commission before proceeding is what philosophy of systems change should be pursued given the calls for transformation and system-mindedness noted throughout these white papers. In short, the Commission must consider the entry points for transformation:

- Should this transformation in the public health data system or systems adopt a new, universal guidance for change (national movement)?
- Should transformation build more quickly on regional or local innovations and push those transformations from demonstration projects to something that could be conceived as a tipping point for the mobilization of more transformation (coordinated acceleration)?
- Should transformation call on the most impactful influencers for big change first, then move through tiers of other influencers (stepped change)?
Conclusion

There are many ways to approach this “golden” moment that the public health community and the nation finds itself because of the events of 2020-one way pushes the public health field outward, one pushes the field to look inward. Both ways are key to this process of transforming the public health data system to a system that is actually modern and equity-oriented.

In an article on the importance of not wasting the experience of COVID-19 for public health, Brownson et al. (2020) stated, “The pandemic reminds everyone of the value and necessity of public health.” Outwardly, the criticality of public health to the nation’s future has been understated for too long despite the urgency of public health and its data for the social and economic hope of the United States. While this is a moment for public health to advance the importance of its role in American society, there is a concurrent field introspection that also is needed. In an article on new standards for publishing on racial health inequities, Boyd et al. (2020) pushed scientific publications to unpack data on inequity in ways that go deeper and explain the processes by which inequity (e.g., racism) have occurred, a point also made in one of the key principles for a transformed public health data system noted in the preamble and in Figure 2. In recent writings, Petteway (2021) and Sirry (2021) each thoughtfully examined white supremacy within public health, challenging assumptions about what data are selected, how those data are contextualized, and how data are applied, including via public health’s essential functions (assurance, assessment, policy development). It is in this convergence of outward (public health values and importance) and inward (public health redefining in ways that center equity) where the Commission must situate its recommendations to transform the public health data system.

Public health data and the data systems that support collection and application of those data are a leading symbol of how we realize our national health mission going forward- how we choose to work in a deeper covenant with diverse sectors and to lead with the inputs of populations most marginalized reflects our values; the choice of measures represents our priorities, and the data infrastructure we develop to act on those priorities in timely and proactive ways demonstrates our will.
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Federal Government Activities Related to Equity and the Public Health Data System

This table summarizes recent and ongoing activities in the U.S. federal government related to equity and the public health data system. Some of these activities were summarized in the final, Who and What Next? paper as exemplars of the types of executive orders, working groups, and plans to support critical infrastructure offered by the Biden administration. This table, though not exhaustive, provides an expanded set of activities, and highlights the diversity of federal agencies engaged in such efforts. Such action provides strong signal value of the potential for meaningful engagement and action at the federal level to address equity in the public health data system. This table can be reviewed in combination with the full set of white papers or used separately by the Commission and Robert Wood Johnson Foundation staff.

Table 1. 2021 Federal government activities related to equity and the public health data system

<table>
<thead>
<tr>
<th>Type</th>
<th>Department</th>
<th>Opportunities for Public Health Data System Transformation</th>
<th>Summary</th>
<th>Cost or Scope</th>
</tr>
</thead>
<tbody>
<tr>
<td>Executive Orders and Federal Guidelines</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Executive Order</td>
<td>Office of Management and Budget; Domestic Policy Council</td>
<td></td>
<td>Executive Order On Advancing Racial Equity and Support for Underserved Communities Through the Federal Government: Equitable data working group</td>
<td>Order to gather data that is disaggregated by race, ethnicity, gender, disability, income, veteran status, or other key demographic variables to advance equity.¹</td>
</tr>
<tr>
<td>Executive Order</td>
<td>Health and Human Services</td>
<td></td>
<td>Executive Order on Ensuring an Equitable Pandemic Response and Recovery</td>
<td>Order to gather COVID-19-related data that is disaggregated by race, ethnicity, gender, disability, income, veteran status, or other key demographic variables to ensure an equitable pandemic response.²</td>
</tr>
<tr>
<td>Executive Order</td>
<td>Cross-Department</td>
<td></td>
<td>Support for gender-based policymaking</td>
<td>Establishment of a Gender Policy Council to work across agencies to ensure gender-based consideration for all policies, particularly for individual and family supports and labor practices.³</td>
</tr>
<tr>
<td>Executive Order</td>
<td>Labor</td>
<td></td>
<td>Support for workers, particularly workers of color</td>
<td>Clarification of rules around worker safety to ensure that those who cannot work for safety reasons are eligible for unemployment insurance.⁴</td>
</tr>
<tr>
<td>Executive Order</td>
<td>Agriculture</td>
<td></td>
<td>Support for low-income families</td>
<td>Expanded allotments for lowest-income households (predominantly Black and brown families) for their SNAP benefits.⁴</td>
</tr>
</tbody>
</table>
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### Opportunities for Public Health Data System Transformation

<table>
<thead>
<tr>
<th>Type</th>
<th>Department</th>
<th>Opportunities for Public Health Data System Transformation</th>
<th>Summary</th>
<th>Cost or Scope</th>
</tr>
</thead>
<tbody>
<tr>
<td>Executive Order</td>
<td>Agriculture</td>
<td>Support for low-income families</td>
<td>Support of programs to build networks of benefit delivery to reduce burden and time to receive urgent support.</td>
<td>N/A</td>
</tr>
<tr>
<td>Executive Order</td>
<td>Education</td>
<td>Support for students and families affected by COVID-19</td>
<td>Working through the Department of Education to provide students with safe education options and access to services students normally receive in school during remote learning.</td>
<td>N/A</td>
</tr>
<tr>
<td>Executive Order</td>
<td>Education</td>
<td>Support for students and families affected by COVID-19</td>
<td>Working with the Director of the Institute of Education Sciences in the Department of Education to collect data to understand the impact of the COVID-19 pandemic on students and educators, disaggregated by student demographics, language, and family income.</td>
<td>N/A</td>
</tr>
<tr>
<td>Executive Order</td>
<td>Education</td>
<td>Support for students and families through shared data and better policymaking</td>
<td>Support data collection activities related to safe reopening of schools and provide support to State, local, Tribal, and territorial leaders and the public, disaggregated by demographics, to support decision-making.</td>
<td>N/A</td>
</tr>
<tr>
<td>Federal Guidelines</td>
<td>Health and Human Services</td>
<td>Expand access to opioid treatment</td>
<td>Rules eliminate training requirement and allow wider range of health workers to offer buprenorphine treatment, which will make treatment for opioid disorder widely available.</td>
<td>$125 billion in additional funding</td>
</tr>
<tr>
<td>Legislation</td>
<td>Treasurary</td>
<td>American Rescue Plan: Support for children and early education</td>
<td>Order to expand coverage and resources for health insurance and improve access to mental health services and community-based programs that address social determinants of health.</td>
<td>Specific to the 2021 and 2022 health insurance marketplace</td>
</tr>
<tr>
<td>Legislation</td>
<td>Cross-Department</td>
<td>American Jobs Plan</td>
<td>Legislative language to improve infrastructure in rural areas, including work to deliver clean drinking water, a renewed electric grid, and high-speed broadband to all Americans.</td>
<td>Over $300 billion in investments</td>
</tr>
<tr>
<td>Type</td>
<td>Department</td>
<td>Opportunities for Public Health Data System Transformation</td>
<td>Summary</td>
<td>Cost or Scope</td>
</tr>
<tr>
<td>---------------</td>
<td>------------</td>
<td>------------------------------------------------------------</td>
<td>---------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------</td>
<td>--------------------------------------------------------------------------------</td>
</tr>
<tr>
<td>Legislation</td>
<td>Labor</td>
<td>American Jobs Plan: Support for families and children</td>
<td>Support for day care and preschool in low-income areas, and support for the movement of people to the workforce that were limited by child care responsibilities.</td>
<td>$200 billion</td>
</tr>
<tr>
<td>Legislation</td>
<td>Labor</td>
<td>American Jobs Plan: Support for and investment in home and community-based health workers and long-term care</td>
<td>Supporting the training of and protections for expanded home and community-based care workers, including supports for unionization and wage supports.</td>
<td>$400 billion in range of programs and support for home and community-based infrastructure development</td>
</tr>
<tr>
<td>Legislation</td>
<td>Education</td>
<td>American Jobs Plan: Support for education</td>
<td>Investing in technology and school support, especially in education deserts and among community colleges that support local jobs.</td>
<td>$200 billion</td>
</tr>
<tr>
<td>Legislation</td>
<td>Cross-Department</td>
<td>The Improving Social Determinants of Health Act of 2021</td>
<td>Legislative language to coordinate across the Centers for Disease Control and Prevention (CDC) to incorporate social determinants of health into grants and activities, award states, local, territorial, and tribal health agencies to address SDOH in target communities, award grants to nonprofit organizations and institutions of higher education to conduct research on SDOH best practices, coordinate and align SDOH activities with other agencies, and collect and analyze data related to SDOH activities.</td>
<td>Coordination among all CDC programs and $50 million annually for program activities</td>
</tr>
</tbody>
</table>

**Working Groups, Advisory Committees, and Regional Commissions**

| Working Group | Cross-Department | Interdepartmental Health Equity Collaborative (IHEC) Data Workgroup | Establish an IHEC Data Workgroup that includes experts engaged in data activities and data policies to address SDOH and health disparities. The goals of the group are to identify existing policies and practices for improving access to data and use of data in support of policy development and to promote data projects and applications that address SDOH and support efforts to advance health equity. | N/A                                                                             |
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<table>
<thead>
<tr>
<th>Type</th>
<th>Department</th>
<th>Opportunities for Public Health Data System Transformation</th>
<th>Summary</th>
<th>Cost or Scope</th>
</tr>
</thead>
<tbody>
<tr>
<td>Advisory Committee</td>
<td>Health and Human Services</td>
<td>Implementation of Healthy People 2030</td>
<td>The Health and Human Services (HHS) Secretary’s Advisory Committee on National Health Promotion and Disease Prevention Objectives for 2030 was a federal advisory committee responsible for making recommendations for developing and implementing the national health promotion and disease prevention objectives, known as Healthy People 2030; this work is ongoing and is now focused on implementation.</td>
<td>National, state, and local</td>
</tr>
<tr>
<td>Regional Commissions</td>
<td>Cross-Department</td>
<td>Regional commissions funding rural SDOH programs</td>
<td>Appalachian Regional Commission funding to promote economic development, education, health care access, and physical infrastructure in distressed Appalachian communities.</td>
<td>$10 million annually in support</td>
</tr>
<tr>
<td>Regional Commissions</td>
<td>Cross-Department</td>
<td>Regional commissions funding rural SDOH programs</td>
<td>Delta Regional Authority funding in public and transportation infrastructure, as well as business and workforce development, in rural communities in the Mississippi River Delta region.</td>
<td>$30 million annually in support</td>
</tr>
<tr>
<td>Regional Commissions</td>
<td>Cross-Department</td>
<td>Regional commissions funding rural SDOH programs</td>
<td>Area Health Education Centers provide funding and support to train future and current rural health professionals, addressing the educational and access needs of rural communities, including the Alaska Center for Rural Health and Health Workforce, which offers K-12 pipeline programming in health career education.</td>
<td>$28 million annually in support</td>
</tr>
</tbody>
</table>

### Funding Opportunities

<table>
<thead>
<tr>
<th>Funding Opportunity</th>
<th>Department</th>
<th>Opportunities for Public Health Data System Transformation</th>
<th>Summary</th>
<th>Cost or Scope</th>
</tr>
</thead>
<tbody>
<tr>
<td>Funding Opportunity</td>
<td>Housing and Urban Development</td>
<td>Federal agencies funding rural SDOH programs</td>
<td>Department of Housing and Urban Development funding to support rural affordable housing and housing quality initiatives, such as the Rural Capacity Building for Community Development and Affordable Housing Program.</td>
<td>Each program has approximately $15 million funded annually</td>
</tr>
<tr>
<td>Funding Opportunity</td>
<td>Office of the National Coordinator for Health Information Technology (ONC)</td>
<td>HHS funding for data interoperability for SDOH</td>
<td>ONC support to address collection, access, exchange, and use of SDOH data through funding opportunities such as the Leading Edge Acceleration Projects (LEAP) in Health Information Technology by advancing health IT standards and tools to improve SDOH data exchange and research.</td>
<td>Up to $2 million in funding for LEAP areas of interest</td>
</tr>
</tbody>
</table>
## Funding Opportunity

<table>
<thead>
<tr>
<th>Type</th>
<th>Department</th>
<th>Opportunities for Public Health Data System Transformation</th>
<th>Summary</th>
<th>Cost or Scope</th>
</tr>
</thead>
<tbody>
<tr>
<td>Funding Opportunity</td>
<td>Labor</td>
<td>Data systems to identify gaps in pay by race</td>
<td>Legislation to create a new Small Business Opportunity Fund to support domestic activities, make permanent targeted tax credits, and require reporting data and trends on racial economic gaps in employment and salaries.</td>
<td>Approximately $50 billion in private funding through a range of programs to expand capitol access</td>
</tr>
</tbody>
</table>
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Glossary of Working Definitions for Terms Used in White Papers

**Common-pool resource.** A common-pool resource is a resource that benefits a group of people, usually by consumption. Common-pool resources (e.g., forests, fisheries) are susceptible to overuse and provide diminished benefits to everyone if each individual pursues his or her own self-interest.

**Confidentiality.** This term refers to the obligations of individuals or groups, which receive or use information, to respect the privacy interests of individuals, who are subjects of the data.

**Data disaggregation.** The collection, provision, and reporting of data by subcategories.

**Data equity.** The collection, provision, and reporting of demographic data that take into account the equity consequences and sociopolitical nature of the category definitions.

**Deep uncertainty.** Deep uncertainty refers to the level of uncertainty of the event itself or to the level of uncertainty we have about our own knowledge. Deep uncertainty relates to a situation in which events (e.g., catastrophic) cannot be addressed by simply assigning probabilities to its occurrence.

**Equity.** This term is defined in shorthand as the fair and just access to opportunity. Three types of equity are used in the white papers:

- **Distributive equity** focuses on allocation and resource management decisions, with attention to the balance of costs, risks, and benefits. Usually, distributive equity considers how decisions are made and benefits are distributed based on dimensions of need and social benefit.
- **Procedural equity** addresses how the concept of fairness is included in approaches and policies, once the equity parameters are set (i.e., for whom are we improving equity).
- **Contextual equity** is the backdrop of both procedural and distributive equity because this form of equity accounts for the political, economic, social, and intergenerational factors in which populations engage with society, its systems, and its benefits. This includes contextual variables such as access (e.g., access to capital) and power (e.g., the ability to gain and maintain access to resources).

**Equity lens.** This term is defined in these papers as any approach for analyzing the impact of actions on people or places, with attention to those historically marginalized, as well as the process of addressing any structural or systemic barriers (adapted from multiple sources).

**Equity-oriented.** In the context of the white papers, this means a public health data system that centers equity, or the fair and just access to the opportunity to be healthy, in the content and structure of data; the engagement of diverse stakeholders in the access to and use of data for decision-making with attention to issues of power, marginalization, and justice; and in how data are used to address systemic inequities.

**Health equity.** This term means that everyone has a fair and just opportunity to be as healthy as possible. This requires removing obstacles to health such as poverty, discrimination and its
consequences, and powerlessness as well as lack of access to good jobs with fair pay, quality education and housing, safe environments, and health care (Braveman, 2017).

**Health inequities.** This term refers to systematic differences in the opportunities groups have to achieve optimal health, leading to unfair and avoidable differences in health outcomes. The dimensions of social identity and location that organize or “structure” differential access to opportunities for health include race and ethnicity, gender, employment and socioeconomic status, disability and immigration status, geography, and more.

**Health information exchange models.** We use several terms in the papers to explain the structural types:
- **Centralized.** Data are sent to a centralized database or repository by a network of users. The data can then be accessed by participants in accordance with the policies and procedures governing that repository.
- **Federated.** Data are stored in separate data repositories or nodes, which are interconnected in a federation. The nodes have a central management framework and set of agreed upon principles and standards that creates a uniform environment so that the member networks can share data.
- **Hybrid.** Data are stored in separate data repositories or nodes, but a central repository contains a limited set of standardized data on every individual in the network along with a record locator service, which enables tracking of data across nodes.
- **Distributed.** Data are stored in a distributed network, where users maintain control of their data, but provide access to other users by enabling user privileges.

**Governance.** This term refers to the structures and processes by which people in societies make decisions and share power, creating the conditions for ordered rules and collective action.
- **Adaptive governance.** Adaptive governance refers to an “evolution of the rules and norms that promote the satisfaction of underlying human needs and preferences given changes in understanding, objectives, and the social, economic, and environmental context.”

**Information.** This term is used to refer to useable knowledge that can support decision-making, as part of the data to information to insight continuum.

**Insight.** This term is used for information that is contextualized in history and structures, and with action for decision-making. This is the last stage of the data to information to insight continuum.

**Modern.** This term is used to describe a data system that is agile, can connect multiple forms of data and translate those data into information (defined as useable knowledge) and insight (defined as information contextualized in history and structures), and is fully equipped for the health opportunities and challenges of the 21st century.

**Parsimony.** This term is the principle that the simplest explanation that can explain the data is to be preferred. Data parsimony follows in terms of being minimalist or sparing in the number of variables, indicators, or measures needed to explain a concept, cause, phenomenon, or outcome.
**Participation.** Participation means the active role of those impacted by public health decisions in the actual process of arraying decision options and providing meaningful input on those decisions.

**Power.** This term means the authority to shape expectations, decisions, and outcomes in public health.

**Precise.** In the context of data precision, the term used in the white papers, this means data that are exact and/or sharply defined.

**Privacy.** This term refers to an individual’s rights to control the acquisition, uses, or disclosures of his/her/their identifiable health data.

**Public health data.** These are any data that can be used to understand, assess, and monitor the health and well-being of a community, population, and/or nation, with the purpose of prospectively determining health assets and needs and retrospectively capturing intergenerational trajectories of health over time.

**Public health data system.** This is the system or systems of actors and sectors with data and agency to make decisions to advance the health and well-being of a community, population, and/or nation, with consideration of how opportunities to be healthy are equitably distributed. The public health data system crosses federal, regional, and local boundaries.

**Security.** This term refers to technological or administrative safeguards or tools designed to protect identifiable health data from unwarranted access or disclosure.

**Sense-making.** This term is used to describe the cognitive processes by which people make meaning from data and experiences.

**Structural inequities.** This term refers to personal, interpersonal, institutional, and systemic drivers—such as racism, sexism, classism, able-ism, xenophobia, and homophobia—that make those identities salient to the fair distribution of health opportunities and outcomes. Policies that foster inequities at all levels (from organization to community to county, state, and nation) are critical drivers of structural inequities.

**System-minded.** This term is used in the papers to mean “seeing the system as a system, understanding system dynamics, and then shaping intentions, decisions, and actions in terms of this new perspective.” *(Adapted from an interview with Banny Banerjee, Stanford University ChangeLabs from article by Leonard Teichert, Medium 2019)*
**Transformation-minded.** This term is used in the papers to mean “shaping intentions in terms of deeply transformed system behavior, and framing success in terms of system level transformation, shaping the new types of agency and action that will actually result in the system veering towards altered states.” (Adapted from an interview with Banny Banerjee, Stanford University ChangeLabs from article by Leonard Teichert, Medium 2019)

**Voice.** Voice means the inclusion of the perspectives, ideas, and lived experiences of those impacted by public health decisions.